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1 
Introduction and 

Background 

1.1 THE TRANSPORTATION SYSTEM 

1.1.1 Definition and Scope 

A transportation system may be defined as consisting of the fixed facilities, the flow entities, 
and the control system that penni! people and goods to overcome the friction of geograph­
ical space efficiently in order to participate in a timely manner in some desired activity. 

At first glance this definition may apP,ear to be either trivial or pretentious. After all, 
"overcoming the friction of geographic space"* is a very awkward way of saying "to move 
from point A to point B"! However, this definition reveals the breadth of transportation engi­
neering and delineates the purpose and scope of this introductory text. It identifies the func­
tional components of a transportation system (i.e., the fixed facilities, the flow entities, and 
the control system) and encapsulates the fact that transportation provides the connectivity 
that facilitates other societal interactions·. 

1, 1.2 Fixed Facilities 

Fixed facilities are the physical components of the system that are fixed in space and con­
stitute the network of links (e.g., roadway segments, railway track, and pipes) and nodes 
(e.g., intersections, interchanges, transit tenninals, harbors, and airports) of the transporta­
tion system. Their design, traditionally within the realm of civil engineering, includes soil 
and foundation engineering, structural design, the design of drainage systems, and geo­
metric design, which is concerned with the physical proportioning of the elements of 

*Australians r~fer to the "tyranny of distance" due to the large size and remoteness of their country and 
continent. 
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2 Introduction and Background Chap. 1 

fixed facilities. Although related, geometric design is different from other aspects of design 
-(~.g., Struttui~a·I ·ctesign, which is Concerne.dw'ith the strength of structures to withstand effi~ 
ciently the expe.cted forces or loads), ·\Yhich are covered elsewhere in the typical civil engi~ 
neering curricu-!lim .. 

1.1.3. Flow Entities and Technology 

Flow entities are the units that traverse the fixed facilities. They include vehicles, container 
units, railroad cars, and so on. In the case of the highway system the fixed facilities are 
expected 'to accommodate a wide variety of vehicle types, ranging from bicycles to large 
tractor-trailer combinations. For the purposes of geometric design the American Associa­
tion of State Highway and Transportation Officials (AASHTO) has specified a set of design 
vehicles, each describing a typical class of highway vehicles [1.1 ]. 

In this book flow entities are considered only in terms of their generic characteristics, 
such as size, weight, and acceleration and deceleration capabilities, rather than in terms of 
their specific technological design, which is normally undertaken by mechanical and elec­
trical engi,n~rs. Thus vehicular motion and vehicle flow equations ·are expressed as general 
relationships between the generic variables and can be applied to many vehicle technolo­
gies once their specific attributes are determined. 

1.1.4 Control System 

The control0ystem consists of vehicular control and flow control. Vehicular control refers to 
the technological way in which individual vehicles are guided on the fixed facilities. Such 
control can be manual or automated. The proper geometric design of the fixed facilities must 
incorporate, in addition to the characteristics of the vehicle, the characteristics of the vehic­
ular control system. In the case of highway facilities, where the vehicles are manually con­
trolled, these include driver characteristics, such as the time a driver takes to perceive and 
react to various stimuli; examples of such human factors are contained in this book. In the 
case of automated systems similar but more precisely definable response times exist as well. 

The flow control system consists of the means that permit the efficient and smooth 
operation of streams of vehicles and the reduction of conflicts between vehicles. This 
system includes various types of signing, marking, and signal systems and the underlying 
rules of operation. Traffic signal control is discussed in Chapter 4 and advanced systems, 
known as Intelligent Transportation Systems (ITS), are covered in Chapter 6. 

1.1.5 Transportation Demand 

The definition of a transportation system given earlier addresses another consideration that 
is of concern to transportation ~specialists: Transportation systems are constructed aS-neither· 
pure expre.ssi~ns of engineering ingenuity nor monuments of purely aesthetic quality. They 
are built to serve people. in undertaking their economic, social, ai_ld cultural activities·. In the 
jargon of the economist, the demand for transportation is derived, or indirect; that is, people 
do not normally travel or move their possessions for the sake of movement but to fulfill cer­
tain needs, such as going to school, to work, to shop, or to visit with friends. By the same 
token, workers do not place themselves in the middle of the.morning and evening rush hours 
because they enjoy traffic congestion but because their work schedules require it. Trans­
portation engineers are among the professionals concerned with accommodating these 
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societal activities by providing efticient ways to satisfy the population's needs for mobility. 
As used in the foregoing definition of"a transportation system, the word efficient stands for 
the balancing of a variety of Often conflicting requirements that society in general considers 
to be_imporiant. These requirem.ehts include, but are not limited to, cost considerations, 
·convepience, protection of envirorimental quality, and protection of individual rights, which 
may have a variable priority, depending on the issue. To be responsive to these needs, trans­
portation engineers often cooperate with other professionals, including economists, plan­
ners, and social scientists. 

1.1.6 Quantification versus Valuation 

Suppose that the following question was posed to a classical physicist and to an Aristotelian 
philosopher: 

An object is let go from a height of 20 feet directly above the head of a person. \Vhat 
will the value of the object's velocity be at the instant when it comes in contact with the 
person's head? 

It would not be surprising if after mentally applying the appropriate equation, the 
classical physicist were to reply: "Well .. , the object's velocity will be about 36 feet per 
second." However, an engineering student may be somewhat surpnsed at the philosopher's 
response along this line: "! believe that, to the person, the object's velocity at that instant 
will be of no value whatsoever." 

The difference between the two answers lies in the meaning that each of the respon­
dents attached to the term "value." The philosopher's use of the word is related to the quality 
of a thing being useful or desirable to someone, or perhaps how much the thing is desirable 
or undesirable. Clearly, the assignment of such value is subjective: It depends on the value 
system of the person making the assessment. On the other hand, the physicist's response 
involved an attempt to quantify objectively the state of the object's velocity, which is inde­
pendent of the person who attempts to assess it. Of course, the physicist could have given 
the wrong answer by either using the wrong equation (i.e., not understanding how gravity 
works) or making a calculation error when using the right equation. 

Engineers often encounter both meanings of value in their work. For example, sup­
pose that an engineer is asked to estirilate the reduction in carbon monoxide emissions that 
would result froin a public policy that aims to encourage people to form car pools. Using 
the best available mathematical formulation of the problem, the engineer would produce an 
esti1p.ate in essentially the same way as the physicist. 

Now consider that the implementation of the public policy requires the expenditure of 
a certain level of funding and that an estimate of this level has been obtained as objectively 
as the current understanding of the subject allows. Having quantified these estimates does 
not in itself reveal whether or not implementation of the policy is desirable. Before such a 
decision can be made, it is necessary to place relative values on the costs associated with the 
implementation of the policy and on the benefits that will be derived from it. Simply stated, 
to make this "apples-and-oranges" decision, someone or some group must assess whether 
reducing pollutant emissions (by x parts per million) is worth the expenditure of y dollars. 

In the private sector of the economy people frequently make such judgments based 
on their own value systems. By contrast, decisions made in the public sector generally 
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involve compromises between the often c6llflicting values of the groups that constitute the 
community (e.g., those in the construction inqustr'y versus environmentalists vis-a-vis the 
construction of a freeway). . . 

This book e]llph~sizes tl:Je basic methods and techniques that are presently available to 
the-practitioner for.the·purpose of quantifying the impacts or consequences of transportation­
related proposals. The chapter on evaluation includes some techniques that are often used to 
aid in the selection of the most suitable course of action from a set of alternatives. The real­
world application of these evaluative techniques, however, presupposes the existence of a 
value system. Analysts tend to valuate the consequences of transportation proposals based 
on their analyses of the economic choices of consumers, or other philosophical perspectives. 
One of the fundamental purposes of government is to provide the mechanism for the reso­
lution of such differences. 

1.2 TRANSPORTATION SYSTEM ClASSIFICATION 

1.2.1 Classification Schemes 

Transportation systems can be categorized in several ways. For ex&mple, they may be clas­
sified according to the types of technology they employ, the function or type of service they 
provide, who owns or is responsible for their implementation and operation, and so forth. 
Each of these diverse typologies views transportation systems from a different perspective 
and is useful in making distinctions that are relevant to different types of transportation-
related decisions. · · 

The definition of the transportation system given earlier makes a distinction between 
passenger and freight transportation. Both aro necessary to satisfy human needs and botlJ 
constitute a significant portion of the U.S. gross national product (GNP). During tl:Je past 
few decades the total U.S. expenditures for passenger and freight transportation have fluc­
tuated, respectively, around 8 and 12% of the GNP [1.2]. 

The tram;portation system is further categorized into four major subsystems 
according to the medium on which the flow elements are supported. These subsystems 
are commonly referred to as modes. Chapter 5 provides ,an overview of the principal 
characteristics of modes. It should be understood that this term is also used to make 
finer distinctions among the various means of travel. For example, driving alone and 
formi~g car pools are sometimes considered to be different modes. The four major sub­
systems are: 

1. Land transportation 
a. Highway 
b. Rail 

2. Air transportation 
a. Domestic 
b. International 

3. Water transportation 
a. Inland 
b. Coastal 
c. Ocean 

• 
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4. Pipelines 
a. Oil 
b. Gas 

. c. Other 

1.2.2 ·Private and Public Transportation 

Transportation services are also classified as either for;,.hire or not~for-hire services. These 
categories are also known, respectively, as public and private transportation, but these tenns 
refer to their availability to the general public and to private parties, respectively, not to their 
ownership. For example, a city bus system may be owned either privately or publicly. In 
either case the service provided is public transportation because the system is available for 
use by the general public. For-hire systems are further classified into contract carriers and 
common carriers. The former stand ready to provide service to the public under individual 
Contractual arrangements. Common carriers, on the other hand, generally offer scheduled 
service and are open to all members of the public willing to pay the posted fare. The terms 
mass transportation or mass transit usually refer to the common carriage of passengers. 
Taxis, car rentals, and certain other individually arranged services belong to the category of 
contract public transportation. 

1.3 THE ROLE OF GOVERNMENT 

1.3.1 Governmental Participation 

A characteristic of human social organizations is the establishment of a "government,'' 
which in an objective sense may be defined as consisting of the rules of conduct, the col­
lective decision-making processes, and the means of enforcing the rules that attempt to 
impart social and economic order and to maintain the cohesiveness of a society. 

A transportation system provides the necessary connectivity that enhances the inter­
action between people. It is a historical fact that by facilitating the movement of peoples 
and the spreading of ideas advances in transportation technology have been closely related 
to the evolution of civilization as we know it. Since ancient times cities have developed in 
locations that took adVantage of the availability of transportation connections such as rivers 
and protected harbors. The Roman Empire was held together by a very elaborate system of 
roadways, some of which (e.g., the Appian Way) remain to the present day. Catanese and 
Snyder [1.3] state that in eighteenth-century England: 

Transportation was the key to industrialization. Unless raw materials could be brought 
to the factories and finished products distributed to market areas, the industrial revolu-
tion could not happen [1.3]. --

Similarly, the westward expansion in nineteenth-century America would not have 
been possible without the constrUction of the transcontinental railroads; many modern 
American cities have had their origins at the junctures of railroad lines. Because of the prO­
found role that transportation plays in society, governments have always become involved 
in the provision, operation, and regulation of transportation systems through both the enact­
ment of laws and the establishment of public planning processes. 
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The specific actions that a governm.enr-takes at any given time as well as. the method 
by which it chooses to implement those ·actions .Feflect the contemporary value system of 
the society .it represents. ConCeptually, ·there exists a continuum of govemmental forms 

. ranging frOm anarchy (i.e.,. complete Jack of. governmental intervention in the affairs of 
people) to totalitarianism (i.e., complete control by government). Actual governmental 
structures lie somewhere between the two extremes. 

The U.S .. governmental struc.~ure places a high value on individual freedom and civil 
rights. Individuals and groups are permitted to pursue what they consider to be in their best 
interests. They are also afforded relatively greater opportunities to·vie with others in per­

. suading the government to take actions favoring what they value. Citizen participation is, 
in fact, a requirement of public planning law. Dissent and difference of opinion are toler­
ated and permitted to find expression in the political arena. 

1.3.2 Instruments of Governmental Involvement 

In rough outline, the typical ways by which the government intervenes in the· marketplace 
to accomplish objectives that, in its representational role, the government finds to be in the 
public. interest include promotion, regulation, and investment. Incidentally, at any given 
time the meaning of the term public interest is largely implicit i~ the Specific actions that 
the government takes and thus is itself in a state of flux. Also, differences of opinion as to 
what is in the public interest frequently arise. 

Promotion refers to attempts by the government to encourage or discourage certain 
situations without legally requiring them. An advertising campaign favoring carpooling 
aimed 3.t reducing rush-hour congestion and obviating the need for costly highway con­
struction or used as a strategy to reduce energy consumption is an example of promotion. 

Regulation refers to those government actions that place legalTequirements on individ­
uals and firms to satisfy the public interest. Transportation-related examples of regulation 
include the establishment of automobile bumper standards to reduce fatalities, automobile 
air-pollUtion-emission standards to improve environmental quality, and reduced freeway 
speed limits to conserve energy. Other examples are the regulation of airline route struc­
tures t6 ensure the availability of service to all and the regulation of the rates that trucking 
companies can charge their customers. 

Investment involves the financial support, public financing, or even public ownership 
of various systems or services. Subsidies to p'rivately owned bus companies to ensure 
service to mobility-disadvantaged groups,. public ownership of highways to maintain a 
comprehensive level of accessibility, and·participation in the construction of airports and 
harbors are bu~ a few examples of investment actions. 

1 .3.3 Arguments for and Against Government 
Intervention 

Involvement Of the government in the marketplace is predicated on the proposition that the 
proposed actions are in the public's irlterest. In other words, t,here is a justifiable public pur­
po~e for action. Often there are those in the community who favor the proposed actions and 
those who oppose them. In the public debate that ensues these groups present their argu­
ments for or ·against the actiOns. 
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In pure terms, those that ate in favor of government intervention typically advance 
one or both of two types of argu'ment. These am known as the welfare argument and the 
socfal-cost·argwne-nt. The _wdfire argument typicaUy supports specific government actions 

. to protect the rights and privileges of individuals or specific groups of individuals. The 
socia]-cost argument,. on the other hand, usually claims that the government should be 
inv_olved in order either to avoid imp.acts that would be detrimental to society at lg.rge or to 

· bring about conditions that benefit everybody. 
In his book on government involvement in the area of housing. Friedman [ 1.4] points 

out that the two approaches 

... are not unique to housing. Sociallegisl~tion !n general is proposed and defended on 
one or both of these approaches, either that it helps the poor or some worthy class or that 
by helping the poor [or some worthy class] it helps all of us. Most frequently, perhaps, 
both justifications are used [1.41. 

Consider, for example, a proposal to provide public subsidies for special transporta­
tion services t~ disadvantaged groups such as the poor. The welfare argument favoring such 
government action would, at its core, make the case that these particular groups of individ-

- uals have the same rights to mobility as everyone else and that by taking such action the 
government ensures that these rights are protected. One social-cost argUment, on the other 
hand, would likely state that by enhancing the mobility of these groups the government 
would provide them access to employment opportunities that would result in strengthening 
the economy and thus benefiting society at large. 

The bask argument usually advanced against government interference is the free­
market argument and its variants. In its strict form it states that a free market is the most 
efficient and fair way to allocate resources. According to this argument, competitive forces 
in_the private sector can result in lower costs than what the public (i.e., government) sector 
can deliver in the absence of competition. A related aSse1tion in this vein is that government 
actions force people and other economic entities to act in ways that they do not otherwise 
judge to be in their best interest. This is considered coercive as it violates the freedom of 
choice of individuals. 

Continuing with the example of transportation subsidies to the poor, arguments 
against the proposal would likely state that the services should be left to the private sector. 
because if the inarket demands transportation services to these groups, the private sector 
can deliver them more efficiently than the government sector. Moreover, by expending "tax­
payers' money" for the benefit of a particular group. the government, in effect, forces 
people to spend their income in ways that they would not otherwise chOose. 

Even when legislation is enacted favoring some government action, questions 
relating to the appropriate imd equitable degree of intervention also require res61ution. Sup­
pose, for example, that those who argued in favor of transportation subsidies to the poor 
prevailed in the related public debate. Even then. the question .of how much subsidization 

' is appropriate needs to be resolved. In other Words, a decision must be made as to whether 
the proposed services should be totally free to the subject J(roups or whether they should 
cover only a certain percentage (and specifically what percentage) of the costs associated 
with providing the service. 



8. Introduction and Background Chap. 1 

1.4 TOOLS AND APPLICATIONS 

1.4.1 Background 

The typical program of study leading. to the first course in transportation engineering 
includes the bas(c sciences, mathematics, and a range of computer skills. The subject matter 
of those courses of study stresses the basic tools necessary for work in the field of engi­
neering. The latter differs from the pure sciences in that it is more concerned with the appli~ 
cation of scientific knowledge. When seeking solutions to real-world problems, questions 
of economy and other considerations prescribe a need to employ appropriate simplifying 
assumptions. In order to be useful, such simplifications must render a problem amenable tp. 
efficient solution while retaining the essential aspects of the real-world :ottdi~O!lS. Th~ 
importance of making judicious assumptions that are based on a clear understandi~& qf the 
problem at hand cannot be overemphasized. These assumptions are based on the ·current 
state of the art and are themselves subject to change as our understanding of systems is 
enhanced through additional experience and research. The reader should always be ~tten­
tive to the fundamental assumptions that are involved in a particular situation ~nd tlje exteqt 
to which these assumptions can affect the results. 

1.4.2 Mathematical Models 

Transportation engineers and planners employ models to study and analy~e tl]e systems of 
concern. A model may be defined as the representation of a part of reality. Figure 1,4.1 
shows that models may be classified as physical or mathematical on one hand and as smtic . - '' - ' -. 

or dynamic on the other [1.5]. Static models represent the structure of a system, whereas 

Figure 1.4.1 Types of models. 
(Fro~ Gor~Of"1 ~~ .Sl.) 

M~them~H~&I 

1\ 1\ 
Static Dynamic Static l)yn~miG 

1\1\ 
Numeric Analytic Numeric 

l 
System simulation 
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dynamic models also incorPOrate a representati-on of the system's process, that is, the way 
in which it changes over tim~ .. .The familiar models of molecular structures consisting of 
small spheres and pegs are examples. of physical static models. Physical dynamic models 
incl~de wind tunnels, where facSinliles of systems based on the laws of similitude are tested 
before implementation. These models also include models relying on analogy, such as those 
r~presenting the vibration of a mechanism via an equivalent electrical circuit (see Fig. 1.4.2). 
Analog computers are well suited for this type of modeling. It is interesting to recognize 
that the two diagrams shown in Fig. 1.4.2 are, in fact, static representations of a mechanical 
and an electrical system. When constructed, the electrical circuit can be used as a physical 
dynamic model of the mechanical system. 

A mathematical model employs one or more equations to represent a system and its 
behavior. Thus Newton's second law and Bernoulli's equation are examples of mathemat­
ical models. In addition to being either static or dynamic, mathematical models may be clas­
sified according to the method of solution employed, for example, analytical or numerical. 
Numerical models have proliferated in recent years because they are amenable to solution 
by digital computers. 

All models are abstractions of the systems they represent. In other words, a system 
and its model are not identical' in all respects: The model is a sir"fipliticd representa:tion of 

X 

1 

So pre~ 

Displacement Spring 

Force 
F(t) 

(a) MechaniSm 

Resistance 

R 

Inductance 

L 

Capacitance 

Controlling equations 

Mx-+ D:t + k.t"" kF(t) 

C Lq+Rq+lq~lE(l) 
c c 

(b) Circuit 

Figure 1.4.2 Model analogy. 
(From Gordon [ 1.5l) 
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the system, Consequently, a number of <;lifferent models can be used to describe the same 
system,,The appropriate model to· a particular·e_ndeavor should be selected so as to strike a 
balance between the ease of applic3.tion ori One hand and the realistic representation of the 

-subject.system on: the other. The principle of parsimony, also known as Occam's Razor, 
states that if two theofie:s (or models) explain the same observations equally well, the sim­
pler (i.e., more parsimonious) of the two is better. For example, Newton's theory is suffi~ 
ciently accmate for the cases examined in engineering mechanics to be given preference 
over the more complicated theory of relativity. The same is not true, however, for the study 
of int~rplanetary motion. 

1 .,4.3 Components of Mathematical Models 

A mathematjcal model can have one of an infinite number of mathematical forms. It can be 
linear, nonlinear, exponential, differential, and so forth. Most of the mathematical models 
that are familiar to readers have been simply presented to them~ and therefore the fact that 
someone (usually the person whose name is associated with the model) had to postulate its 
mathematical form possibly remains hidden. Researchers are constantly faced with the 
problem of model postulation, and in inany situations, including certain areas of trans­
portation, analysts are also required to select the mathematical forms of their models. 

Selecting a mathematical fonn, however, is not the same as having a useful model. 
Consider, for example, the following mathematical form. relating four variables, X, Y, Z, 
and W.· 

Y= aXhZ'WJ (1.4.1) 

In this equation variable Y is a function of the other three variables. In other Words, Y can 
be computed if the numerical values of X, Z, and Ware known. For this reason Y is called 
-the dependent, or explained, variable and the other three are called the independent, or 
explanatory, variables. The model also contains four constants, a, b, c, and d, which must 
also be known. These constants are referred to as the parameters of the model. 

Model estimation is the process by which the numerical values of the parameters of 
a postulated model are determined. It is accomplished through the use of statistical methods 
and based on experimental knowledge, that is, observations, of the dependent and inde­
pendent variables. This means that once the nature of the variables is identified, a series of 
experiments are conducted to obtain a set of N simultaneous observations on the dependent 
and independent variables, in our case Yi, X1, Z~o Wi> with i varying from 1 toN. These obser­
vations are then employed to estimate the numerical values of the model parameters that 
render the postulated model capable of reproducing the experimental data. To avoid mis­
specification of the mathematical form that relates the variables, altemative functions may 
be postulated and estimated. After several statistical goodness-of-fit tests, the one that best-­
describes the experimental data can then be selected. In this manner it is ensured that the 
selected model is realistic. In a strict sense, the term calibration refers to procedures that 
are used to adjust the values of a model's parameters to make them consistent with obser­
vations. Many authors, however, use the terms estimation and calibration interchangeably 
and the practice is followed in this book. 

Model validation refers to the testing of a calibrated model using empirical data other 
than those used to calibrate the model in the first place. This is how scientific theories 

., 
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(models) are tested, modified,.or replaced. An improved model must be able to explain 
everything that the old model can pltis something that the old model cannot. As mentioned 
earlier, the old model may still be a useful tool as long as tl1e scope of its applicability is 
clearly understood. · 

. To comprehend the importance of the preZ,ious modeling steps, consider that X and Z 
in Eq. 1.4.1 stand for the masses M1 ancj M 2 of two bodies, W stands for the distance R sep­
arating them, and the dependent vari'abl6 Y represents their mutual attraction force F. More­
over, assume that the calibration of this postulate vis-a-vis experimental observations has 
resulted in the following numerical values of the model's parameters\ 

Equation 1.4.1 becomes 

ft4 

a= K = 3.442(10- 8) -··· 
lb-s4 

b = c = I and d = -2 

which is Newton's law of gravitation. 

1.4.4 Transportation Models 

(1.4.2) 

The study of many physical phenomena, most appropriately, tends to concentrate on sys­
tems of physical objects under the influence of forces. Stripped to its essentials, the trans­
portation system involves a physical phenomenon, the motion of flow entities on the fixed 
facilities. Hence mathematical models of the physical system are required, including the 
equations of motion. 

Additionally, transportation engineering must explicitly incorporate the human 
dimension, which consists of human factors and human behavior. As used in this book, the 
term "human factors" refers to those measurable characteristics of human beings that are 
relatively difficult to modify, such as sensory, perceptual, and kinesthetic characteristics. A 
driver's perception-reaction time that elapses between the instant when a stimulus is first 
displayed (e.g., the onset of the yellow phase of a traffic signal) and the instant when a 
driver reacts to the stimulus (e.g., applying the brakes) is a specific example of a human 
factor that can be measured in either the field or the laboratory. Human-factor models are 
needed in addition to models of the physical transportation system. 

· The line of demarcation between human factors and human behavior is not very 
clear. Nevertheless, the use of the term human behavior in this book generally refers to 
the way in which people act, the types of choices they make, and so forth. Specifically, 
travel behavior includes the way people decide whether and when to travel, where to go, 
how to get there, and the like. The transportation analyst's arsenal of mathematical 
mOdels includes models of human behaVior. Human behavior is in a continuous state of 
flux and is affected by technological changes: The behavioral patterns of the ancient 
Greeks were very different from those of modern Americans, but the range of visual per­
ception of the two populations has remained about the same. In fact, no universally appli­
cable calibrated model of travel behavior exists. Even when using the same mathematical 



12 lhtrodUction and Background Chap. i 

form, transportation 'studies for different-cities muSt estimate their models tb toi1fbrrh to 
·local conditions: · 

1.5 SUMMARY 

In this introduction we have defined a transportation system in terms of its fixed facilities, 
flow entities, and control system and identified its general function as that of providing the 
necessary connectivity that facilitates other societal activities. A brief outline of several 
transportation classification schemes were followed. The means by which government par­
ticipates in the transportation sector (i.e., promotion, regulation, and investment) were pre­
sented to place the study of transportation engineering and planning within its larger 
societal context. The fundamental concepts of mathematical modeling (i.e., model postula­
tion, calibration, and validation) were introduced and the three categories of quantitative 
models used by transportation engineers and planners (i.e., h1odels of the physical system, 
human factor models, and travel behavior models) were explained. A distinction between 
quantification and valuation was also drawn. 
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Roadway Design 

2.1 INTRODUCTION 

A fundamental characteristic of any transportation system is the motion of vehicles. It is, _ 
therefore, important to review the basic kinematic and kinetic equations of motion. These two 
branches of dynamics are related: Kinematics is the study of motion irrespective of the forces 
that cause it, whereas kinetics accounts for these forces. The motion of a body -can be recti­
linear or curvilinear and can be investigated in relation to a fixed coordinate system (i.e., 
absolute motion) or in relation to a moving coordinate system (i.e., relative motion). In this 
chapter the basic equations of motion of a single vehicle are cast in the form in which they 
are used for the purposes of design. Tirree examples of human factor models are then intro­
duced to illustrate how human characteristics can he incorporated in design. The important 
differences between the maximum technological capabilities of vehicles on one hand and the 
practical design levels necessitated by considerations of passenger safety and comfort on the 
other are explained. Finally, the methods of geometric design are presented for the horizontal 
and vertical alignment of highways and for the channelization of intersections and inter­
changes. Geometric design is concerned only with the size, shape, and geometry of trans­
portation facilities. Other aspects of engineering design are also necessary for the successful 
implementation of these facilities, including the proper selection of pavement and structural 
materials, geotechnical design, and the structural design of various components such as 
bridges. In addition, complex decisions related to whether a new facility is needed, or 
whether an existing facility should be improved, must precede the design phase. 

2.2 EQUATIONS OF MOTION 

2.2.1 Rectilinear Motion 

The rectilinear position x of a particle is measured fronl a reference point and has units of 
length. The displacement of the particle is the difference in its position between two instants. 

14 
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Velocity v i• the di•plai:ement of the particle divided by the time over which the dis­
placement occur•: In the limit the instantimeous value of velocity i• given by tbe first deriv­
ative of displacement with respect to time: 

dx 
v=-

dt 
(2.2.1) 

Speed is a scalar quantity and is equal to the magnitude of velocity, which is a vector. How­
ever. the two terms are used interchangeably in this book when the meaning is dear from 
the context. 

Acceleration a is the rate of change of velocity with respect to time: 

dv 
a=~-

dt 
(2.2.2) 

It can be positive, Zero, or negative. Negative acceleration (i.e., deceleration) is often 
·denoted by d, and its magnitude i.• given in the positive. Thus a deceleration of 16 ft/s2 is 
the same as an acceleration of- 1·6 ft/s2

. 

Applying the chain rule yields 

or 

a = (~:)v 
which leads to· 

vdv=adx (2.2.3) 

Often the given variables are expressed as functions of time or of each other [e.g., 
a = /(v)], and the specific relationships between pairs of variables are derived through the 
application of the calculus. These relationships are frequently plotted to aid the visualiza­
tion of the particle's motion. 

The .simplest case of rectilinea~J~1otion is the case _of ,constant acceleration, where 

dv 
- = a = constant 
dt 

Separating variables and integrating over the limits t = 0 to t gives 

rdv=J'adt 
v0 0 

v =.at+ v0 
(2.2.4) 

The velocity of the particle can also be expressed as a funCtion of distance, by integrating 
Eq: 2.2.3 over the appropriate limits of integration to yield · .. 

(2.2.5)' 
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Which, upon the rearrangement of t~n:nS,. beComes 

v2- v2 
X --; X- = _____ ,--.:Q 

n 2a (2.2.6) 

This .ex,pression is Useful foi computing the distance traveled by a vehicle at constant accel­
eration (or deceleration) from an initial velocity v0 to a final velOcity v. 

In vieW of Eq. 2.2.1, Eq. 2.2.4 may be integrated to express x as a function of time: 

(2.2.7) 

Example 2.1: Constant Acceleration 

A vehicle approaches an intersection at 30mi/h. At timer= 0 it begins to decelerate atd = 16 ft/s 2
; 

Calculate the time it would take the vehicle to slop. Given that at the beginning of deceleration 
the vehicle was located 55ft away from the Stopping line, determine whether it was able to stop 
legally (i.e., behind the stopping line). Plot the relationships of acceleration, ~elocity, and posi­
tion as functions of time and the relationship between velocity and position. 

Solution Set the positive x-axis in the direction of motion, with the origin at the initial posi­
tion of the vehicle. Thus at t = 0, x = 0, v = 44 ft/s, and a = ~ 16 ft/s2

. This is the case of con­
stant acceleration. The time it took the vehicle to stop from an initial velocity of 44ft/sis given 
by Eq. 2.2.4: 

0 ~ -!6t + 44 or t ~ 2.75.s 

The·distance covered during deceleration m~y be computed from either Eq. 2.2.6 or Eq. 2.2.7: 

X ~ 60.5 ft 

Because this is greater than· the available distance of 55 ft, the vehicle was not able to stop 
before reaching the stopping line. The required plots are s~own in Fig. 2.2.1. 

Discussion Since acceleration is the derivatiVe of velocity·_with respect to time, the slope 
of the v- t diagram is equal to the acceleration at timet. In this example the slope of the v-'- t 
diagram is negative, constant, and equal·lo -16 ft/s 2

• Similarly, the particle's velocity is 
equal to the slope of the -x- t diagram. Thus when Velocity is equal to zero, the x ~ t diagram 
attains a critical point, in this case a maximum. The plots of the mathematical functions 
derived· earlier .extend. beyond the instant when the vehicle comes to a complete stop (see 
dashed. lines). This ·range is not applicable in this situation because the subject vehicle will 
not continue to decelerate at 16 ft/s 2 beyond that instant, "that ·is, reverse its'direction by 
backing _up! The assumption of an "average" constant deceleration is an idealized but often 
acceptable approximation. 

Example 2.2: Acceleration as a Function of Velocity 

The acceleration of a vehicle from an initial speed v0 is given by the relationship 

dv 
a-=~=A-Bv 
. dt 

(2.2.8) 

where A imd Bare constant [2.1 J. Derive and plot the x·- t, a-t, and v-t relationships assuming 
that att ~ 0, x = 0. 
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Figure 2.2.1 Examples of rectilinear motiop. 
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Solution This is -a c_ase of variable acc~Ieration. Consequently, the eqt,~.ations-employed in 
Example 2.1 do not apply. Separating.t~e variables ofEq. 2.2.8 and integrating over the appro­
priate limi_ts, we Obtain 

f" dv f' 
Vo A ~-B~= 0 dt 

or 

.=_ ln(A - Bv) ~ t I I" 
B "o 

and 

Solving for vas a function oft yields 

A 
v = -· (l- e-Br) + v e-Br 

B o 

Substitution of this expression into Eq. 2.2.8 results in the needed relatioriship of aCceleration 
as a· function of time: 

Finally, substituting v = dxldt into the v-t eql\ation and integrating leads to the following x-J. 
relationship: ' 

The required plots are shown in Fig. 2.2.2. 

Discussion- Equation 2.2.8 closely approximates the situation where a vehicle traveling at an 
initiiih~d V0 attempts to· accelerate as quickly as possible tu its maximum speed ('~pressing 
the accele~iu:or to the floor"). Examination of the. value of acceleration at t = 0 shows that the 
initial yalue 'of acceleration depaids on the initial speed. Moreover, A has the 'dimensions of 
acceleration and is the-maximum acceleration that the vehicle can attain starting frOm.reSt (i.e., 
v 0 :::;: _0): ~eoretic~Uy, the maximum speed attainable bY the vehicle isA/B.This com be veri­
fied b)' ~exainining·· th'e v- t. curve in the-limit. 'The valu'es-ofthe ··COnstants A and il depenq;on : 
the tech_nological design of the subject Vehicle and can be measur:ed experimentally. Dimen­
sional consistency requires B to have-4e....un.its..of lltime...The equations develOped so far are 
based on kinematicS. They are used in·tke·study .. of kinetics where the telaciOnship among force, 
mass·,· and- acceleration is of prime concern. NeWton's second law provides the fundamet1tal· 
equation relating the tl1ree variables: 

F= ma (2.2.9) 
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2.2.2 .. Braking Distance-

Figure 2.2.2 Acceleration, speed, and 
,distance as a furiction of time, 

A vefy common case of rectilinear motion is the case of a vehicle braking on a 
grade, that is, while moving either-uphill or downhill. Figure 2.2.3 shows the major 

· forces acting on a vehicle as it climbs uphill. Ignoring all resistances except friction 
and grade resistance, the free-body diagram of the vehicle becomes that as shown in 
Fig. 2.2.4. . 
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Figure 2.2.3 Forces acting on a moving v:ehicle. 
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Figure 2.2.4 Vehicle braking. 
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It is customary to designate the braking distanceD• in the horizontal direction rather 
than along the incline, which is taken as the x-axis. For small incline. angles a the differ­
ence hetw .. een"the two distances is very small. as their relationship verifies: 

I . • , 

Db·= X cos <X (2.2.!.0) 

where both x and Db are measured from the point at which braking commences. 
The condition of static equilibrium is satisfied in the y-direction with the y-compo­

.. nent of the vehicle's weight counteracted by the normal force N = W cos.a. Equation 2.2.9 
in the x-direction yields 

(;)a+ Wfcoso: + Wsin& = 0 (2.2.1!) 
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Substituting Eq. 2.2.10 into Eq. 2.2.6,and solving for acceleration,. we have 

(2.2.12) 

Substitutlng;Eq. 2.2.12 in Eq~. 2.2.H,.dividing by W cos. oc, and solving for Db. gives 

v2.-_ v2 

Di, = 2g-"~':-+-. -G"') (2.2.13) 

where G=tan a, or the percentgtade divided by tOO. 
Repeating the earlier solution- for the case when a vehicle is braking while traveling 

downhill yields an equation identicaf.to Eq. 2~2.13 except for a reversal of the sign of G in 
the. denominator. Equation 2~2.13is often expressed to cover both situations as 

v2- v2 
D -- o -

b - 2g(f .:!: G) (2.2.14) 

where the plus and minus signs correspond to uphill and downhill braking, respectively. It 
is easy to remember the proper sign by remembering that the uphill braking distance is 
shorter than the downhill braking distance because o( the effect of gravity. 

To compute the total braking distance from an initial speed Vo to a complete stop, 
simply substitute v = 0. For level paths the gradient G is equal to zero. The fact that 
Eq. 2.2.6 was used in the development of the preceding model implies that the acceleration 
rate is assumed tO be constant. This assumption is reflected in the value of the coefficient 
of friction f. which is considered to represent the average effect of friction during the entire 
braking maneuver. The coefficient of friction, of course, depends on the characteristics of 
the contacting surfaces, that is, the vehicle's tires and the pavement. Because of a wide 
range of possible pavement-tire combinations and conditions, the coefficient of friction is 
often calculated experimentally as follows: At the location of interest where G is known, 
the braking distance needed to stop a vehicle from a known speed is measured. These values 
are then substituted in Eq. ;2.2.13 to obtain the value off, For the purposes of statistical reli­
ability, the test is repeated a number of times. As a rule of thumb,jis approximately equal 
to 0.6 when the pavement is dry and about 0.3 when the pavement is wet. On ice, of course, 
f is much lower. The coefficient of friction has also been found to decrease somewhat with 
increasing initial speed [2.2]. Engineering design is normally based on wet rather than dry 
conditions. J · -

Equation 2.2:-14 can also aid in the estimation of initial speed v0 at which a vehicle 
. W?S traveling prior to a collision based on the length of the skid marks left on the pavement. 

However, the speed at impact v must also be estimated. This is accomplished by consid­
ering the kinetic energy <lissipated for. the damage or deformation sustaiJ)ed by the 
vehicle(s) involved in the collision. 

Example 2.3: Braking Distance 

A driver of a car applied the brakes and barely avoided hitting. an obstacle on the roadway. The 
vehicle left skid marks of 88 ft. Assuming that/= 0.6, detennine whether the driver was in vio­
lation of the 45-m.i/h speed limit at that location if she was trave1..4lg (a) uphill on a 3° inclfue, 
(b) downhill on a 2.3° incline, or (c.) on a level'roadway. Also; compute the average deceleration 
developed in each case . 

• 
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Solution The ·stopping .distance: .Db '.is computed Jrern the length of the skid marks using 
.Eg. 2.2. lD,.:and the1nitia1 velocity is .calculated by Eq. 2.2.14 ·because theJinal velocity is zero 
in- ,all thFee cases. The kinematic, relatiollship .af Eq. :2.2;6 can- then .be solved to :compute the 
-correspondi.n,g .deceleratiOn:' 

D, Vo d 
Case G (ft) (ft/s) (ftii') 

(a) 0.05 87:88 60.65 20:90 
(b) 0.04 8B3 56.30 18.03 
(c), o.oo 88.00 5K31 19.32 

·Because~the·speed·limit was-45 mi!h, or!66.ft/s,.the:dri:ver was not-speeding:in any of thethree-ca<>es. 

·DiscusSion 'The_-kineinatic.eqtiation:2:2.6 .. and the-kinetic equation2.2.14 describe the same 
phenomenon. Comparison ofthese .. equations_,showsthat the deceleration ofthe br-aking vehicle 
can· be expressed in terms of two components: The-. first is due to the . .friction'l:leveloped-betwee.n 
the .tires and:the'pavement knd the-second-is due·to the-effect of grade. The difference:hetween 
.Db and the distance travele<Lilong the .incline xis very small for tyPical highway grades . 
. Finally, the-coefficient of friction giVen_in this problem implie:s a dry pavement. 

2:2:3 :curvilinear Motion 

VehiCles do not traverse straight paths exclusively but must also negotiate curved paths, as 
illustratedfil Fig. 2.2.5(a). The figure shows that the direction of velocity is always tangent 
to the path. The vehicle's acceleration may be resolved into two components in the tangen­
.tial and normal directions, respectively. The magnil\lde of the tangential component .is 

dv 
at= dt (2.2.15) 

The normal component of the acceleration acts toward the center of curvature and has a 
magnitude of ·. · 

v2 
a=-

n p 
(2.2.16) 

where p is the radius of curvature of the path. For a constant velocity v the tangential com­
ponent of the acceleration vanishes but the normal component remains. For circular paths 
theradius of curvature is <:onstant and equal to the radius of the circular path R. 

Figure 2.2.5(b) shows the tangential and normal components of the forces acting on 
a vehicle as it traverses a curved path. Applying Newton's second Jaw to the two directions, 
we have 

~. (dv) 
2.F, = m dt (2.2.17) 

.and 

(2.2.18) 
p 
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For a horizontal roadway cross section AA, as shown in Fig. 2.2:6(b), the only force in the 
normal .direction is due to the side friction between the.vehicle?s tires and the pavement, 
which resists the tendency of the vehicle to slide. To minimize this tendency, highway 
design provides for the banking, or SuperelevatiOn, of the cross -Section of the roadway, a·s 
shown in Fig. 2.2.6(c): The cross section is tilted by an angle 13 so that the component of 
the vehicle's weight along the tilted pavement surface also resists the sliding tendency of 
the vehicle. This effect is extremely pronounced in the design of car-racing tracks because 
of the large normal accelerations developed at racing speeds. The slope to which a highway 

'" cross section is tilted is known as the rate of superelevation. It is denoted by the letter e and 
equals the tangent of the angle 13- The banking angle 13 should not be confused with the 
grade angle a discussed in Section 2.2.2. 

Figure 2.2. 7 shows the free-body diagram of the vehicle as it travels along a cir.cular path 
at the verge of sliding. In they-direction perpendicular to the surface of the pavement, static equi­
librium yields N = W cos 13 + man sin 13. Writing Newton's second law forthex-direction gives 

Wv2 

W sin 13 + ,{, W cos 13 + gR = mancos 13 

W (v 2
). =.- - cos 13 

g R . 
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F=fN 

\ W = W cos.f3_ 

W \~N 
Free-body diagram -of turriing :vehide. 

Dividing both 5ides by W .cos i3 yields 

(2.2.!9) 

where e = tan i3 .andj, isthecoefficient.of side friction. Fortypical highway conditions f, e 
is close to zero and may be dropped. 

_Example 2.4: ·curvilinear Motion 

,A 2000-lb vehicle is traveling along a horizontal circular'path ~of radius R = 500 ft. At the 
instant of interest the vehicle is traveling at 88Jt/s while decelen:tting at 8 ft/s2

. Detbrmine the 
total horizontal force acting on the vehicle. ' -.., 

·Solution As Fig. 2.2.5(b) illustrates, the total force can be resolved into a tangential and a 
normal .component as follows: 

2000 
F, = ma, = 

32
_
2 

(-8) = -497lb 

rand 

F = mu = m(v
2

) = 
2000 

(
882

) = 962 lb 
" " R 32.2 500 

The total horizontal force F is 1083Ib, as shown in Fig. 2.2.8 . 

. Discussion The direction of the tangential force in this case is in the negative direction 
because the vehicle is.decelerating. The normal force, however; is still in the direction tow"iird 
the center of curvature. The total force, of course, is given·. by the vectOr addition of the two 
components. 

Example 2.5: Superelevation 

A vehicle is traveling along a horizontal circular curve of radius R = 1000 ft at the legal speed 
limit of 60 mi/h. Given that the coefficient of side frictio;n is 1).2, determine the angle f3 at which 
the pavement should'be b3.nked to avoid outward.sliding. / 
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Figure 2.2.8 Resultant force. 

Solution· From Eq. 2.2.19 

v2 . 
- - f = 0.04 ftlft 
gR ' 

e= 

Hence tan~= e = 0.04 and~= 2.3". 

Discussion The friction developed between the tires and the pavement is aided by gravity 
so that the curve can be safely negotiated at 60. mi/h, or 88 ft/s. Solving Eq. 2.2.19 for v with 
i = 0 shows that without supeielevating the pavement cross section, the maximum safe speed 
would be 80 ft/s, or about 55 in.ilh. 

When the center of gravity of the vehicle is high above the pavement, there exists the 
danger of overturning; Fig. 2.2.9 is used to examine this situation. Note that at the instant 
when overturning or tipping is imminent, the normal force is acting on the outside wheel 

· idealized by point A. The location of the center of gravity of the vehicle is given by x = X 
andy = Y in relation to poirit A. Taking moments about point ,;1 gives 

XWcosi3 + YWsin i3 = (~- x)(sin i3)man 

DiViding both sides by W cos f) and rearranging terms, we. have 

v2 X+ Ye 
-= 
gR Y- Xe 

(2.2.20) 

Example 2.6: Slipping and Overturning 

A truck with a center Of gravity at X = 4 ft and Y = 5 ft is traveling on a circular path of radius 
R = 600ft and superelevation e = 0.05. Detennine the maximum safe speed to avoid both slip­
pin.g and overturning, assuming that the coefficient of side friction is 0.2. 

,_ I 

·'Solution Equation 2.2.19 applies to slipping. The rriaximum speed to aVOid slipping is 

v2 = gR(e + /) or v = 69.5 ft/s 
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Figure 2.2.9 Case of overturning. 

The maximum speed to avoid overtu~ing is Siven by Eq. 2.2.20: 

v = l!l0.8.ft/s. 

The maximum safe speed is 69.5 ft/s, the s~aller of the two. 

Chap.2 

I . 
Discussion The proper· design of hig~fays involves- the selection of :a design speed, the 
radiuS of curvature, and the supe,relev~tion rate. Determining the chanc~· of .overturping 
requires knowledge of the dimensions of the ,vehicles Using the roadway.lf the diryiCnsions of 
vehicles chang~ subsequent to the con~truction .of the ioadway, the highw~y engirieer is left 
with a_ number of choices, including roadway re~onstructio_n; chang~ng .the' speed fimit; or pro~ 
hi biting certain vehicles from _Uslllg the roadway. . 

2.2.4 Relative Motion 

It is often practical to examine the mOtion of, one particle in r~httion'to anothe;. For example, 
the motion of vehicles on a highway may be studied from the point of view of the driver()f 
a moving vehicle. The sill_lplest case of relative motion involves the motion of one particle 
B relative to a coordinate. system (x, y, z) that is -translating but n9t rotating with respect' to 
a fixed coordinate system (X. Y, Z),as shown by Fig. 2.2.!0. 

' The relationship between the position vectors of the .two particleS in relation ·to- the 
fixed system, rA and r8 ,. and the position vector r81A of B with respect to the moving par~ 
ticle A is 

fa = fA + fstA 

Diffe~entiating with respect to tirrie gives 

VB_= VA +"VB/A 

and 

(2.2.2la) 

(2.2.2lb) 

(2.2:21<;:) 
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Example 2.7: Relative Motion 

'A police car, A, equipped with a radar capable of measuring the relative speed and the relative 
acceleration between it and another Vehicle, B, is ·following a suspected speeding vehicle in a 
40-mi!h straight roadway' (Fig. 2.2.11). At the instant of interest the police car is accelerating 
at8 ft/s2 from a Speed of50mi/h. The radar reads VB/A·= -5-mifh and aBIA = -16 ft/82. Deter­
niine the absolute spc;xxl and acceleration of the vehicle B. 

Solution 

or 

-5 ~VB- 50 and V8 = 45 mi/h 

Similarly, 

and 

Discussion The driver, B, was- going 5 mi/h above the speed limit and _was decelerating at 
8 ft/s2

, perhaps to minimize the conse9uences of_the transgression. 

·Example 2;8: Polar Coordinatt:s 

Car A is traveling at v = 88.ft/s. At the instant shown·in Fig. 2.2.12, dr!dt = -25.4nrand d9/dt 
. =· 1.47n6 radls, where nr and·na are unit vectofs in the r-and 8-directions, respectively. Deter­
. mine tQ;e absolute vel9city of car B. 
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A B Figure 2.2.11 Relati-ve speeds of vehicles. 
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A 

Figure 2.2:12 Polar coordinates rand El. 

Solution 1 The relat~ve vdocity expressed in the r- and 6-directions is 

or 

VB/A= - 25.4n; + (IOQ)(Q.!47)ne 

Because 

n, = cos 30°i + sin 30°j = 0.866i + 0.500j 

and 

n9 =.-sin 30°i + cos 30°j = - 0.500i + 0.866j 

where i and j are unit vectors in the x- andy-directions, 

Hence 

Solution 2 

VB/;.= -25.4(0.866i +-0500j) + 14.7(0.500i + 0,866j) 

= -29.3i 

V8 =VA_- VB/A =-88i- 29Ji = 58.7i 

rs1A = r(cos 9)i + r(sin 9)j 
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Recalling that for a purely translating .frame, di/dt = djldt = 0; we have 

as before. 

dr.B!A 
VB/A=---;;;-

= ( .;__ r sin eEr + r' cos 6 )i + (- r cos GO' + r' sin e )j 
= 29.3i 

2.3 HUMAN FACTORS 

2.3.1 Perception-Reaction 

29 

The equations developed so far are based purely on· the equations of motion without taking 
into account the effect of driver performance on the motion described. For example, 
Eq. 2.2.14 gives the braking distance for a vehicle from the moment when t,he brakes take 
effect to the moment when the vehicle reaches its final speed. Normally a driver undertakes 
such a maneuver in response to a stimulus, for example, avoiding an object on the roadWay. 
When a stimulus appears, a driver requires a certain amount of time to perceive and com­

. prehend it, to decide on the appropriate response, and to react accordingly. The vehicle 
braking distance or time constitutes only a portiqn of the overall stopping distance or time. 
In many applications the overall maneuver may be divided into two parts: perception-reaction, 
which includes the occurrences up to the beginning of the vehicular response, and braking, 
which is described by the equations of motion developed in the previous section.If a driver 
takes 1.5 s to perceive and react to a hazard in the vehicle's path at a speed<Jf 60 milh 
(88 ft/s), the vehicle would cover 132ft before the braking phase begins. 

Figure 2.3.1 presents t,he findings of a study conducted by Johannson and Rumar [2.3] 
regarding driver response times to anticipated braking. The. cOntinuous curve at the low end 
of the histogram repre,~ents the reaction time of the person who took the measurements and 
which was accounted for in computing the driver data shown. Johannsen and Rumar also 
found that the response times were longer than those shown when the drive~_s were sur­
prised. The figure illustrates the presence of considerable variability between individuals. 
In order to enhance safety, engineering designs that inCorporate driver characteristics are 
typically based on values in the 85th to 95th percentile range. 

Driver response is.related to driver characteristics and conditions, such as age, med­
ical condition, alcohol and drug use, fatigue, sleep deprivation, and emotional condition. It 
also depends on the complexity of the stimulus and the complexity of the required response. 
Good traffic engineeling designs attempt to minimize the stimuli and driving tasks.to which 
the driver must attend at the same time. This is the "one task at a time" rille, which, due to 
the complexity of the driving ~nvironment, is not always possible. 

Figure 2.3.2 offers two useful insights. The lirst is that the time to.react to unexpected 
information is clearly longer than the time to react to expeCted information (e.g., sin.ce the 
traffic signal ahead turned red, the vehicles ahead are expected to slow down and stop). The 
other insight is that the complexity of the given information has a positive relationship with 
reaction time (and conceivably a positive relationship with accident risk). Thus the larger 
the quantity is and the ~more complex the information is, the longer it will take drivers to 
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Figure 2.3.1 DiStribution of brake reaction times. fFrom Johann son and Rumar {2.3\.) 

. colnp-rehend the information ·and-react -accordingly. This principle is usefu'l to remember 
when placing regulatory or information traffic signs: They should be clear and properly 
spaced to avoid giving drivers too ml!lch information at a tinle (this is euphemistically called 
the infonnation pollution phenomenon). 

Example2.9 

Using the dataofExim1ple 2.3, dctennine the stopping distances horizontally (D,.) and alo_ng thepave­
_ment (X.) in each of the three cases, giycn that the driver's perception-reaction time was 3 = 1.5 s. 

SolUtion The distance traveled during the perception-reaction time must be added to the 
_braking distance to compute the total stopping distance. Assuming that the vehicle was not 
llCcelerating during the time interval_&, the distances traveled during 0 were X,.=_ 0 \'o along ~~he 
rav~ment and Dr= ?ir cos a horizontally. 

Case 

(a)' 

(b) 
(c) 

(ft) 

178.73 
172.31 
175.47 

X, 

178.98 
• 172.45 

175.47 
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Figure 2.3.2 Eighty~fifth percentile driver reaction time to expected and ullexpected 
information. 
(From A Policy on Gf!Ometric Design of Highways and .Streets, Copyright 
1990,.by the American Association of State Highway and Transportation 
Officials, Washington, DC [2-2] (Fig .. ll-19, p. 48). Used by permission.)· 
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Discussion The difference betweeri the two distances Ds and Xs.is insignificant considerirlg 
typical hig.hway grades. The teason computed stopping distances are longer for steeper grades 
is that of differences in the initi8.1 speeds iequired to stop within the 88 ft specified in this case. 

·The assumption of constant speed Prior to the stopping maneuver has an effect on the results. 

2.3.2 Dilemma Zones 

Most probably, the reader has encountered t'le situation of approaching a signalized intersection 
just when the traffic signal turned yellow and has faced the decision of whether to apply the brakes 
in order to stop for the red signal or to attempt to clea/the intersection on yollow. On occasion the 

· reader may have felt that it-was impossible to execute safely either maneuver. The duration of the 
yellow phase of the traffic signal, T, is related to this situation. A properly selected yellow dura­
tion that incorporates the motion of the vehicle during· the driver's perception-reaction time can 
eliminate this problem, and a design formula has been developed by Gazis eta!. [2.4] as follows. 

Figure 2.3.3 shows a vehicle approaching a signalized intersection at a speed v0 . 

When the signal turns yellow, the vehicle is located at a distance x from the stop line. The 
driver must then decide whether to stop or go. The stopping maneuver requires that the 
vehicle can travel no more than the distance x to the stop line. Clearing the intersection, on 

. the other hand, requires that the vehicle must travel a distance of at least (x + w + L), where 
w is the width of the intersection and Lis the length of the vehicle. Moreover, .this distance 
must be covered prior to the onset of red (i.e., during yellow). Employing the subscripts 1 
and 2 to represent the clearing and the stopping maneuvers, respectively, we obtain 

v2 
X - v

0
02 ~ ---'Q_ 

. 2a2 
(2.3.1) 

which is necessary for a successful stopping maneuver. 
The left-hand side of this inequality is the difference between the total distance to the 

stopping line minus the distance traveled during perception-reaction time at the approach 
speed v0, and therefore it specifies the maximum braking distance available to the vehicle. 
For a successful stopping maneuver this distance should be equal to or greater than the 
braking distance required by the vehicle at a deceleration a2 • The smallest deceleration rate 
to accomplish the task is given by the solution of Eq. 2.3.1 as 

· Stopping 
line 

v2 az = ___ IL_. __ _ 
2(x- v0o2) 

Clearing 
line 

(2.3.2) 

Fi.grire 2.3.3 Vehicle approaching a signalized 
intersection. 
(From Gms et al. [2.4).) 
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Considering v0 and Oz to be known, the relationship between x and a2 is plotted on 
Fig.2.3A. It is a rectangularparabola with an asymptote at x = v0o2 , or the perception­
reaction distance. This is reasonable because if the vehicle was closer to the stop line at the 
onse( of yellow, it would enter the intersection before the commencement of brakini The 
mathematical relationship shows the deceleration a2 to be unbounded. However, there 
exists a practical upper limit a2 (mal<) to the deceleration that a real vehicle can develop. 
Furthermore, ibis limit is often higher than the deceleration rate .that the drivers and pas­
sengers of the vehicle would consider comfortable. The comfortable deceleration rate a~ is 

· normally in the vicinity of 8 to lO fUs2 when passengers are seated and around 4 or 5 ft/s2 

whenpassengers are standing, as in a transit vehicle. The distinction between the maximum 
attainable level and a desired lower level must always be kept in mind. The corresponding. 
dist.ance xc represents the minimum distance for which the vehicle can ~ stopped com­
fortably. For shorter distances it would be uncomfortable, unsafe, or impossible to stop. 
This critical distance is 

(2.3.3) 

A s~ICcessful clearing maneuver is represented by 

x + w + L- v0l\1"' v0 (r- 81) + ~a 1 (r- 81)
2 (2.3.4) 

The right-hand side of Eq. 2.3,4 represents the distance traveled from an initial speed v0 

at constant acceleration a 1 during the time interval (r- l\ 1), that is, subsequent to the 
perception-reaction time and before the onset of the red. The left-hand side of Eq. 2.3.4 
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vo&z Xc (From Gazis et al. [2.4].) 
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Acccl~.ation requirements 
for dearing. 
(From Garis eta {2.4].) 

represents the distance available for the clearing maneuver. The acceleration needed just to 
clear the intersection is 

(2.3.5) 

which for known values of w, L, v0, and o1 ,represents a straight line, as shown in Fig. 2.3.5. The 
distance X a corresponds to the' maximum comfortable acceleration rate a~. and the x-intercept 
specifies the maximum distance between the vehicle and the stop line from which the 
'vehicle can clear the intersection without accelerating. 

The distance 

(2.3.6) 

is relevant to this analysis because a vehicle that approaches the intersection at the speed 
limit should not be required to accelerate in order to clear the intersection and thns to break 
the law. The distance X0 defines a point beyond which a vehicle traveling at the speed limit 
would not be able to clear safely or legally the intersection on yellow. . 

For a-particular site the relative magnitud~s-of the two critical distances X0 'and xl',;­
determine whether a vehicle can or cannot safely eXecute either or both maneuv~rs, as 
illustrated by Fig. 2.3.6. In part (a), Xc < X 0 and the driver can execute either maneuver no 
matter where the vehicle is located at tlie onset of yellow. The zone betwee~ xc and .X0 is 
known as the option zone. The limiting case is represented by part (b). A problem becomes 
appatent when Xc > X 0 , Whe,n a dilemm0:_ zone of·lehgth·xc ~- X 0 ·_exists:_ A· vehicle 
approaching the intersection at the legal speed limit can e~ecute neither of the two maneu­
vers safely, legally, and comfortably if it happens to be located within the dilem\fia zone 
at the onset of yellow. · 
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Figure 2.3.6 Dilemma zone. 
(From Gazis et aL [2.4];) 
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The dilemma zone may be eliminated by either changing the speed limit, which in 
· certain locations may be undesirable. or selecting an appropriate minimum duration for the 

yellow signal phase thatresul!;S in x,_ = X 0 .ln this case Eqs. 2.3.3 and 2.3.6 yield 

·· ·. v0 . w + L 
Tmin = 02 +.~* + ---

2a2 v0 
(2.3.7) 

·Thus properly selected values of a vehicle length, human factors (i.e., comfortable 
deceleration and sufficient perception-reaction time), and speed limit v0 specify the min~ 
imum yellow duration, which, barring driver error, ensures that if the vehicle cannot stop, 
it can clear the intersection. Vehicles traveling at other speeds, however, may still experi-· 
ence a dilemma zone problem, depencting on their position at the onset of yellow. 

The selected value ofT (which should not be less than the Tm;n calculated by Eq. 2.3.7) 
is often referred to as the change interval [2.5]. It is the time period that elapses between 
the green displays for two conflicting traffic movements. Papacostas and Kasamoto [2.6] 
called this time period the intergreen interval. In a study of the change interval and its pos­
sible subdivisipn (see below) th~y interpreted the results obtained by superimposing the 
plots of Eqs. 2.3.3 and 2.3.6 while allowing the value of the approach speed to vary (i.e., x, 
and X0 as functions of speed v). They identified three distinct ca~es depending on whether 
the two curves have 0, 1, or 2 points of intersection. 

Figure 2.3.7 shows the case involving two common points at speeds v.1 and v2 • In this 
figure the variable Xs is the same as Xc· Assuming zero acceleration, vehicles approaching 
the intersection aqpeeds less.than v1 or greater than v2 run the riskoffacingthe dilemma 
zone problem, depending on the distance from the stop line at the onset of yellow (j.e., 
regions E aild D, respectively). Incidentally, the part of region E that lies below the hori­
zontal axis represents slow-moving vehicles already within the intersection at the onset of 
the change interval that cannot clear the intersection without accelerating, perhaps because 
of intersection blockage by vehicles ahead. 

When a vehicle's speed and location combination at the onset of yellow places it in 
region C, an option zone situation would apply. In region A the vehicle cannot clear the 
intersection prior to the onset of red but can come to a safe and comfortable stop, whereas 
from within region B a vehicle cannot stop safely or comfortably but can clear the inter­
sec_tion Without having to accelerate. 

According to the straight line Eq. 2.2.6, the slope of the v versusx0 function is equal 
to the change interval: The longer the interval is, the steeper the slope is. The change 
interval duration illustrated in the figure could have resulted from Eq. 2.3.7; with either v1 

or v1 substituted for v0 . In .either case a range of speeds exists between v1 and v2 for which 
there is no dilemrila zone irrespeCtively of vehicle location. 

Papacostas and Kasamoto also showed that when the two curves are tangent to each 
other (i.e., when they have only one point in common), the option zone shown on Fig. 2.3.7 
disappears. This means that the possibility of a vehicle being in a dileriuna situation exists 
for all but one value of v. When the twq curves fail to intersect, the value of 7 (~orrespon­

ding to a shallow slope) is smaller than the 7m;n given by Eq. 2.3.7. In this case the dilemma 
situation c'tm occur at any approach speed. Of course, this condition would not occur if 
Eq. 2.3.7 were applied properly. Nevertheless, it can be encountered when an insufficient 
change interval is picked perhaps by adjusting the duration of yellow without referring to 
Eq. 2.3.7. Papacostas and Kasatnoto [2.6] recommend as good practice ·the habit of 



Part 1 Design and Operation 

"' u • 0 
~ c. 

<" 
c 
0 

'" u 

~ 
~ 
~ 

l 

Dilemlna 
Zone For 
Speed Y4 

X 

" ·B 
~ 
] 
s 
& 
u 
u 
0 • a 

I(W+L) 
Figure 2.3.7 

Re:gionD 

1 

2RegionA~ 
I 
I 
1 
I 
I 
I 
I 

I I 
I I 
I I 
I I 
1 I 
I I 
I I 
I I 
I I 
I 1 
I I 

. I I 
I I 
I I 
·I I 
I I 
I I 
I I 
I I 
I I 
I I 
I •I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
I I 
1 

v, v, v, 

A,pproach .Speed, Vo 

The case of intersecting Xo and· Xs plots. 
(From Papacostas ·and Kasamoto [2.5].) 

preparing a plot similar to Fig. 2.3.7 after selecting T if only to assess vismillythe implied 
design conditions. 

The Institute of Transportation Engineers (ITE) recommends adopting the larger of 
the two change interval values obtained by applying Eq. 2.3.7 with v0 set at the measured 
85th (i.e., high) and 25th (i.e,, low) percentile speeds. This is apparently motivated by the 
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possibility of encountering dilemma zones atl)igh as well as low approach speeds, The ITE­
recommended practice further calls for subdividing the selected change. interval into two 
parts- as, eXplain'ed nex:t. 

Note that the third tenn.of the rightchand side of Eq. 2.3. 7 represents the time needed 
by a vehicle traveling at Va tO COVer a length equal tO the width of the intersection plus R 

vehicleJength. For. this reason the term has been dubbed the clearance interval. This, however, 
does not assunie that the vehicle will always. be located exactly at the stop line at the onset 
of the: clearance: interval and actually uses this entire interval for clearance. 

ITE [2.5] saggests that the change interval be subdivided into an all-red clearance 
interval.equalto the lastterm ofEq. 2.3.7 and the balance be reserved for the yellow phase. 
The clearance interval is called "all-red" because during this time interval all approaching 
traffic movements face a red display simultaneously. This, however, is: not the only possible 
(or defensible) way to subdivide the intergreen interval. Some local agencies opt to keep the 
same length of yellow at all intersections within their jurisdiction (with a few exceptions 
where' lOcal conditions, such as extremely wide intersections; warrant otherwise) and· to 
resei;Ve the. remaining. intergreen duration _for the all-red interval. ':fhis practice ensures that 
drivers. will always know what yellow duration to expect Another approach is to keep a 
constant all-red interval of about 1 to 2 sand to devote the rest of the time to yellow. This 
is done to avoid the possibility of having signals with excessively long aU-red intervals that 
would_ encourage. "red-light running." In some cases a conservative approach is taken by 
allowing the short all-red interval in addition to yellow as computed by Eq. 2.3.7. 

Local. policies relating to the split between yellow and all-red must be based on pre­
vailing conditions, including the applicable traffic code. For example, any policy allowing 
fortheuseofall-red a& a portion of the change interval given by Eq. 2.3.7 will be inappro­
priate. in cases- where the: rocallaw requires vehicles to clear the intersection totally before 
the onset of red. Another important consideration is the fact. that drivers who are unfamiliar 
~ith the· signal timings of_a1 particular intersection are unaware of the duration of either the 
change interval orits.splitsc.Tbe guiding rule would be that, barring driver error, .if the driver 
cannot: stop, he or she should be able to clear the intersection. 

Example2:m 

A driver traveling: at the· speed limit of 30 mi/h was cited for crossing an intersection on red. 
He.- claimed. that he· was innocent because the duration of the yellow display was improper, and 
consequently, a. dilemma zone existed at that location. Using the ·following. data, determine 
whether: the: driN-er1s-·. claim. was correct. 

Yellow duration = 4.5 s 

Perception-reaction time = 1.5 s 

Comfortable deceleration = 10 ft/s2 

Car length = 15 ft 

Intersection width = 50 ft 

Solution\ The required mi.nimum du:ation of the yellow phase is 

44 65 
• . = I 5 + -- + ··- = 5.18 s 
'mm- • 20 44 
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Because the actual :duration waS 4.5 s., the driver's daim cannot be dismissed. There was .a 
dilemma zone, the leng'~h of Which was / 

. .- . , . . v~ 
·X~- -.xo = v002 - v0 T + 2a-----·i + W + L 

' . . 2 

= 29.8 ft 

Wh-ether the vehicle was within the dilemma zone at the onset of yellow .and whether :the :driver 
was not sv.eeding cannot be proven. 

Example2.U 

· A car stalled 50ft from the stopping line at an approach to a signalized iiltersection,.cff w = -40Jt. 
.The-driver managed to start it again at the moment the traffic signal turned yellow .and -decided 
to clear the intersection. Given that the car accelerated according to 

a = 4.8 - 0.06v ft/s2 

and that T = 4.5 s __ and &1 = 1.0-s, determine whetherthe driver was·ableto-dearthe intersec­
tion on yellow. 

Solution Of the available 4.5 s of yellow, I s elapsed during perception"'reaction.According 
to -Example 2.2, during the remaining 3.5 s the vehi~le covered a .dis.tance--of 

4.8 4.8 ] . x = ~- (3.5)- -.. ··---.. ··-[1 --e-<0.06i13.5J + 0 ="27A5'ft 
0.06 . 0.062 

Because 27.45 <(50+ w· + L), the driver was unable to clear the intersC·ctioU-.on·-yellow. 

Discussion·· In this case the given acceleration· was a function of·s,p·eed.and.1mplicitly of time. 
Therefore the· distance traveled had· to be Computed acCordin;gly. The .-ctesign .in Eq . .2.3;7 js 
based ·on a vehicle approaching at the 

1

speed limit .and either dece1era:fiQg :.at ·an average -rate or 
clearing the intersection without having to accelerate.· 

2.3.3 Visual Acuity 

A driver visually perceiVes· the itctions of' other vehicles, the location-of-objects, traffie-c-on­
trol devices, and the -general traffic environment. Visual.acuity-refers·to'the_sharpne-ss with 
which a person can see an object [2.1, 2.7]. One measurement of visual actiity'is the recog.,. 
nition acuity obtained.by the use of the standard Snellen chart, which is familiar to anyone 
who has visited an ophthalmologist for an eye examination: The:person is asked to read let­
ters of different h<:ights from a. specified distance. The result of the test is specified in.rela­
tion to a subject of nonn'al vision. Normal vision is taken to mean that in a wel1-lit 
enVironment-a person·ca:n recognize a letter· of about~ in. in he~ght.at a distance of20 ft; 
the visual acuity of this. person is given as 20/20,.A person with worse vision·ml:!§t be closer 
to the display in 01;der to recognize the same ietter. This relative visual acuity is designated 
by a ratio such as 20/40, meaning that the person can clearly see ·an ubjedat a distance of 

· 20 ft when a distance of 40 ft is -sufficient for a person with ·norma] vi-sion. Alternatively, 
the person with 20/40 vision requires an object twice. as large as the one that a person with 
normal vision Can clearlY d,iscein from the same distance. _ 

Visual acuity is affected by factors, such as the contrast and'brightness·of the object, 
the level of illumination, and the relative motion bet'!Veenthe,observer and the,Qbject. Visual 
acuity is termed sta_tic in the absence of relative inotion and;dynamic when Tilative.:rnotion 
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Not to scale Figure 2.3 .. 8, Cones of vision. 

exists. Night driving requires artificial illumination of signs"by eitherpermanent fixtures or 
reliance· on the vehicle's headlights. In adrlition, aCuity decreases· with increasing visual 
angles, as illustrated in Fig.2.3.8. The most clear vision occurs within a cone ofvision in 
the vicinity of3'. The clarity of vision is fairly good up to approximately 10', beyond which 
lies the region of peripheral vision, which may extend up to 160': For practical design, 
traffic signs should be placed within the l oo cone and at locations pennitting ample dis­
tance for perception-reaction and- maneuver exeCution. 

Visual acuity and perception-reaction tend to deteriorate with age. In ·the United 
States the needs of older drivers are increasingly influencing all elements of highway 
design. This is because the· median age of the population has been on the increase for sev­
eral decades [2.7, 2.8]. 

Example-2.12 

A driv·er with 20/20 vision-can read a sign from a distance of 90ft. If the letter size is 2 in., how 
close. would. a: person wjth-20/50 visio·n have to be in order to read the same sign? For the given 
definition of nor.rnal-visjon, calculate the-height' of the "lettering that a.driver with 20/60 vision 
can read from a distance of (a) 90ft and (b) 36ft. 

Solution. The distance:-x from the location of the sign can be computed by simple proportions 
as follows; 

X = (90 ft) (20/50) = 36 ft i 

Similarly~ the·requiredJetter heights can be obtained by proportioning as 

() li 2 . 60 6" a =- ( 10.) w· = Ill. 

(b) h = (2in.) ;:;· = 2.4 in. 

Example 2.13 

Assume, that a driver with normal vision can r_ead a sign from a distance of 50 ft. for each 
inch oflettecheight-.and that the "design driver" has 20/40 vision. Determine how far away 
froman-exitramp a-directional sign should be located to allow a ·safe reduCtion of sp~J!d 
from 60 to 30 mifh';. given· a Perception-reaCtion time of 1.5 s, a coefficient of friction of 
0.30, a letter-size of8 in., and a level freeway. 

Solution. As specified, a.driver with _normal vision cari recognize the sign from a distance_ 
of 50 X 8 · = 400 ft. A driver with 20/40 vision.must be no more than 200ft away. Including 
perception.,.reaction,. the distanCe traveled to dec~ierate_ from 60 to 30 mi/h is 

v~ .;... 'V2 _:· 882 - 442 

x=i' &+·· .. - = (88)(1.5)+ · --·-- .. =433ft 
0 2g·{j+ Gi 2(32.21(0.30) . 
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·.·N · iii 
Fig_ure 23.9' Determination o.f sign 

location for good visibi-lity. 

Hence the sign must be located at least 433 ·- 200 = 233 ft, or about 250ft. in advance of-the 
exit ramp (Fig. 2.3.9). 

Discussion_ The solution to this problem brings to bear the perception~ reaction phenomenon 
disc~ssed in Section 2.3.1 and the braking distance cpvered in .Section 22.2. Moreov~r, the 
"design driVer" does not represent the best perfonner, and 'tlie ·design conditions assume a wet 
pavement (i.e., f = 0.30) .. · · 

2.3.4 lateral Displacement 

When approaching an object located near their paths, as shown in Fig. 2.3.10, drivers show 
a. tendency to displace laterally away from the object even though it may not be on their 
direct path. Taragin [2.9] reported a set of experiments which measured this tendency: Var­
ious objects were placed at different lateral distances on two-lane and multilane highways 
of various pavement widths, and_ the effects of these objects were compared to cases where 
no object was present. The measured effects consisted of speed adjustments, the longitu~ 
dina! distance I at which vehicles were seen to displace laterally, and the magnitude of the 
observed lateral displacement. 

The major results of the experiments included the following: The narrower the pave­
ment and the closer the object to the pavement edge were, the greater was the magnitude of 
lateral displacement. When the object was placed at the edge of pavement, the lateral dis­
placement was found to be.3.3 ft in the case of two-lane highways with 8-ft lanes and 1.8 ft · 
for 12-ft lanes. In certain cases speed reductions became apparent. 

Subsequent research by Michaels and Gozan [2.1 0] compared two mathematical 
models of this phenomenon and concluded that ".a model of lateral displacement based on 
the rate of change of visual angle accounts best for the obtained results." Mathematically 
this model can be derived as follows. 

The relationship beiween the longitudinal distance /, the lateral placement of the 
object a, and ti:e visual angle e is ' 

l = acotB' 

dl de - = -a csc2S :·----'­
dt dt 

Because dlldt = -v, the vehicle's velocity and csc29 = (a2 + l 2 )1a2
, 

df) va 
di = ;?~+ 12 

(2.3.8) 

. (2.3.9) 

(2.3.10) 

Thus, givett'the vehicle's speed, the longitudinal distance l, and the rate of change of the 
visual angle, the driver can estimate the lateral placement of the object t6 judge whether or 
not it lies in the vehicle's path. If the object lies directly in the vehicle's path (i.e., a= 0), the 
driver carmot detect any a,ngul~ change. According to this human factor model, each driver 
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Figure 2.3.10 Gem,netry of lateral cleara.rlce. 
(From Michaels and Gozan [2.10},· with slight modification.) 

has a subjective critical rate of change in visual angle, below which the driver presumes that 
the vehicle is in a collision path and displaces away from the object in the lateral direction. 

Michaels l!lld Gozan pointed out that this modelexplains Taragin's findings with 
regard to speed adjustments; and they provide additional information regarding other factors 
affecting the magnitude of latera) displacemen~ including the size, shape, and brightness of 
the object This model can be e~tended to situations where. the object is another moving 
vehicle on the roadway, in which caS'\ the equations of relativemotion must be employed. 

The understanding of the driver c'b,aracteristic described iii this section can aid in con­
trolling vehicular speeds in highway cortstruction zones through the proper placement of 
cones or barricades and in design deCision~ relating to the placement of objects (e.g., signs, 
bridge .abutments, and raised medians) along highways. 

Example 2.14 

A Vehicle traveling at 40 milh was observed to displace· laterally When-it was located 300ft away 
from a bridge abutment placed 6 ft to the right of its path. At what longitudinal distance from the 
\same abutment would You expect t_he same dri\Ter to displace laterallY when traveling at 60 mi/h~ 

S~h.ition ~y Eq, 2.3.10 the critical rate Of change in visUal angle for this driver is 

(ae) . . , - .. = 0.0039 rad/s 
dt cr 
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For the case of v = 60 mlih = 88 ft/s 

·and 

[ ~ 36&ft 

2.4 GEOMETRIC DESIGN OF HIGHWAYS 

2.4.1 Backgfound 

Geometric design refers to the physical proportioning of facilities, as distinguished from 
other aspectS .of design~ Such as. struCtural design. In this section we address the basic com­
ponentS'Qf geometric design, with the emphasis placed on highway facilities. The five ele­
ments e·xamined are the cross section, horizontal alignment, superelevation~ vertical 
alignment~ and'-c,hannelization. A discussion on pavement. design is included~ 

2..4.2 Functional Classification of Highways 

In the United States highways are classified according to the function they serve (functional 
classiftcmion) and with respect to the entity (private,- municipal, state, or federal) respon­
sible for their construction, maintenance, and operation (i.e., jurisdictional 'classification). 
Of the two, the functional classification is more relevant to geometric design. Table 2.4.1 
lists the major functional categories of highways in the United States [2.2]; Figure 2.4.1 is 
a conceptual description of the relative emphasis that each highway category places on the 
functions of providing "mobility" (i.e., continuous travel) on one hand and "accessibility" 
(i.e., direct access. to abutting property) on the other: Local streets are predominantly 
designed for accessibility rather than mobility, whereas high-level facilities .such as express" 
ways and freeways are predominantly designed for high-speed continuous movement. The 
-technical difference_ between freeways and expressways is that the former are characterized 
by full control of access; that is, access to and egress from these facilities are permitted only 
at controlled locations such as entrrin<:e and exit ramps, whe~eas the latter havepartial con­
trol of access; that is, access or egress may also be permitted directly from or to abutting 

., ) ' 

' TABLE 2.4.1 Highway Functional Classificati_on 

Rural. Urbl}ri-

Principal arterials 
{ 

Freeways 

Other--

· { Inters't.<ite .ft~ewaY~ """· . 
Principal al-te:iials _ O.ther freeways/exp~~ssways_ 

· Other , 

Minor arterials 

Coll_ectors .. · { Major 
Minor 

Locafroads 

Minor ;uterials . 

Collector Stre·ets 

Local streets 
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Figure 2A.1 Relationship Of functiOpally classified high~ays to mobility anO land 
access. 
(From A Policy on _Geometric 1)esig~ of Highways and Streets, Copyright 
1990, by the American Associa"tiOn 'of State Highway and Transportation 
Officials, Washington, DC [2.2] {Fig. 1-:S,_p. 9.) Used by permission.) "' 
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propertyot via a limited number of at-grade intersections. The functional hierarchies of 
rural and urban highwaysare schematically illustrated in Fig. 2.4.2. 

Generally the design requirements for the various highway types follow the functions 
'served. At one extreme, local roads and streets are designed primarily for light, low-speed 
traffic to gain access to residences and other land uses; they are closely spaced and often 
.designed to discourage !hrough traffic. At the other extreme, freeways are de~igned.forhigh 
traffic levels at high speeds; they are sparsely spaced and designed to facilitate continuous 
travel between major activity centers. Urban and ruralprincipal arterials are interconnected 
to serve continuous iriiercity and interstate movements. " 
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Figure 2.4.2 Illustration of funCtionally classified highways. 
(From A Policy on Geometric Design of.fiighways and Streets, Copyright 
1990,.by the American Association of State Highway and Transportation -
Offlcials, Washington, DC [2.2) (Figs: 1-3 alld 1-4, pp. 7-8.) Copyri'ght · 
1990. Used with permission.) 

2.4.3 Cross-Secti_on Design 

Cross-section desigu refers to the profile of the facility that is perpendicular to the center­
line and extends to the limits of the right-of-way within which the facility is constructed. 
Figure 2.4.3 illustrates the cross section of a typical undivided two-lane rural highway with 
a lane in each direction of travel. Lane separation is designated by longitudinal pa~ement · 
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Figure 2.4.3 Cross section of a two-lane rural highway. 
(From A Pulicy on Geometric Desifln 1~[ HiRlnvoys and Streets. Copyright 
!990, by the American Association of State Highway and Transportati6n 
Officials., Washington, DC [2.2] (Fig. VH-1, p. 501.) Copyright 1990. 
Used by penl}ission.} 

Chap.2 

markings. A normal crown, that is, a mild slope in the pavement on either side of the cen­
terline, is provided to facilitate the removal of water. Depending on drainage requirements, 
crOwnS in the range of~ to about! in./ft of width are typic~!. Payed or unpaved shoulders 
are provided at either end of the travel-way pavement for emergency situations. Beybnd the 

· shoulders. drainage ditches are provided with cut or filled side slopes at appropriate angles 
to ensure slope stability. Figure 2AA shows typical types of divided multilane rural high­
ways. The separation of the two directions of .travel may be accomplished by constructing 
independent roadways and by utilizing raised or depressed inedians. Various types of har6er.v 
(including guardrails and concrete barriers) may be used along the median and at- the-end or 
the clear zone beyOnd the shoulders. Depending on their function, urban facilities may also 
be either undivided or divided. Urban roadways often incorporate draihage ditches or gutters 
;1nd raised curbs. Urban arterials can be at ground level (i.e., at grade), elevated, .or depressed: 
they may also cohtain special bus lanes and rail-transit ways within their rights-of-way. 

2.4.4 Horizontal Alignment 
' 

The horizontal alig,~me_nt of a hi'ghway, railway, or transit gu-ideway represents the pro-
jection of the facility on a horizontal plane.Jt generally-consists of straight-line segments 
(tangents) connected by circular-cu-rves either directly (simple curl'.e.\·) or via intennc­
dia:te transition curves. Figure 2.4.5 illustra-tes these two_common -geometric arra·ngements. 
The length of the facility is measured along the horizontal alignment of a control line. such, 
as the centerline of a highway, and is us-Ually expressed in terms of 100-ft stations from a 
reference point. Thus a point On the alignment designated as sta. 14 is located at a dis­
tance of 14 stations (i,e .• 14 X 100 = 1400 ft)from the reference point. Similarly. a 
point identified as sta. 14 + 56.70 is located at a·distance'of 1456.70 ft from the ,:cfef' 
ence point. . ~' . . . . 

Figu.re 2.4.6 shows the horizontal alignment' of the centerline of a simple curve. A 
simple circular curve connects two tangents, whiCflWfieO. prOjected meet at apoim r~{imi:r­
sectiOft, or PI. Proc.eeding in the direction of increasing station values, point A is designated 

·as the point.of curvature (PC). that is, the point wh~re the curve begins. Point B. or the end 
of. the curve, iS denoted as the point C?f'tein'gency, or PT. At these two poi.nts, of course. the 
radii ofthe circular curve'are perpendicular to the tangents. The length of the curve AB equals 
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(a) Independent roadway 
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(c) Restricted 

Figure 2.4.4 Cross sections of four-lane rural highways. 
(From A Policy on Geometric Design of Highways .and Streets, Copyright 
1990, by the American Association of State Highway arid Transportation 
Officials, Washington, DC [2.21 (Fig. VIJI-48, p. 662.) Copyright 1990. 
Used by permission.) 

(2.4.1) 

where R 5s the curve radius. Other important distances and equations aie shown in Fig. 2.4.6. 
Two straight lines interSecting at the PI' can be conneCted by aJ;}.infiriite number of cir~ 

cular ·cUrves. Each of these curves may be defined by its radius R or by its degree of curve· 
D,. fo~ which. two alternative definitions are encountered in practice. The arc definition is 
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(b) Curve with transition spiral 

Figure 2.4.5 Typical horizontal curves. 

preferred by highway engineers and is equal to the central angle (in degrees) subtended by 
an arc of 100ft. In this case the radius of the curve and the degree of curve are related by 
the following proportion: 

100 D 
-~=-

2'ITR 360 
(2.4.2) 

or 

Railway design. on the other hand, uses the chord definition for the degree of curve, which 
is eq!ll!l!o the angle.subtended by a cho"!!JlUOO ft, in w.hi.ch case the relationship between 
the radius and the degree of curve is 

sin.(ll) =50 
. 2 R 

(2.43) 
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Figure 2.4.7 illustrates the tWo definitiol}s of t~e degree of curve. In either case spec~. 
· · · ify!ng the degree of curve is.equivalefi:t to specifying. the radius. The degree of curveD must 

not be confused wit!) the exteriU!l angle of deflection (A) between the tangents, which is 
equal to the total central angle subtendedby the entire length of the curve AB. Using the 
arc definition f{)r the degree of curve, the following relationship among the length of curve 
L, the degree of curveD, and the external angle A becomes apparent: 

lOOt>. 
L= 

D 
(2.4.4) 

2.4.5 Determination of Design Radius 
The requirement for lateral banking or superelevating the cross section of curved paths (dis­
cussed in Section 2.2.3) imposes a constraint on the minimum radius that the curve may have. 
Equation 2.2.19 (reproduced as Eq. 2.4.5) expresses the relationship among the supereleva­
tion rate e, the design speed v, the coefficient of side frictionfs, and the curve radius R: 

(2.4.5) 

An alternative specification of this formula found in U.S. design manuals is the following 
mixed-unit equation: 

vz 
e+f'=--

.' JSR 
(2.4.6) 

where the design speed has yJJ.its of miles per hour (mi/h) and the radius is specified in 
feet (ft). 

100ft 

________ 7 ____ _ 
100ft 

D D 

(a) Arc definition (b) Chord definition 

Figure 2.4.7 Degree of curve. 
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The maximum allowable design value fore [2.2] is 0.12 ft/ft and the suggested max­
-imum-iS set at 0.10, but, special con<;Iitidns may override these values. For example, a max­
·:}murri-superelevation rate·ofO~O.S ft/ft tnay be. more appropriate at-localities where snow and 
'it~ ~o:h.diti~ns' occur. The design va}Ues for the coefficient of side fri:tion depend on design 
speed and range froin about 0.17 at20 mi/h to 0.10 at 70 mi/h. According to Eg. 2.4.5, the 

-.minJmum radius for the selected design speed is 

v' 
Rmin =· ( f 

g emax + sl 
(2.4. 7) 

' and the corresponding rftaximum degree of curve is given by Eq. 2.4.2. 
From the perspective of the driver, the longer the radius is, the better the design curve 

·.will be. Thus the minimum radius does not represent the desired design radius. Where con­
ditionS permit the selection of a design radius that is longer than the minimum, the design 
·value of e can be computed by 

v' 
edes = .... - f 

gR .\· for R > Rmin (2.4.8 I 

!l;xample 2.15 

CalcUlate the maximum degree of curve and the minimum radius of a simple circular curve 
with an external angle of 100°. The design speed is 50 mi/h, the corresponding value off.nax is 
0.14, and the maximum design value fore is.O.IO. Also, calculate the design value fore for a 
curve that has a radius of 800ft. 

Solution By either Eq. 2.4.5 or Eq. 2.4.6 

R ~695ft 

and by Eq. 2.4.2 

5729.58 
D ~ ~ 8.24' 

695 

The external angle does not enter these calculations. 
For a radius of 800ft, Eq. 2.4.8 yields 

e,,, ~ 0.21 - 0.14 ~ 0.07 ft/t\ 

2.4.6 Superelevation Design 

Banking the cross section is needed on the curved portion of the facility but is not neces­
sary along the tangent segments of the horizontal alignment. Consequently a transition of 
the cross section from the normal crown on the tangent to a fully superelevated-,pavement 
on the curve must be developed. 

As an illustration of superelevation design, c.onsider a simple circular curve for the 
two-lane highway of Fig. 2.4.8. The cross section is at the normal crown at point A and fully 
superelevated at point E. Point B represents the intermediate condition, where the outside 
edge of the travel way has been rotated to the level of the centerline; point C represents the 
condition where the outside edge, the centerline~, and the inside edge are aligned at a slope 
equal to the normal crown. Since the normal crown is milder than the design superelevation 
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Figure 2.4.8 Development of superelevation. 

rate, the cross section must be further rotated until it reaches fu11 superelevation at pointE 
with an intem1ediate slope at the PC (i.e., point D). The distance AB and BE along the hor­
iZontal alignment are called the tangent runout and the superelevatlon runoff, fespectively. 
The length ofthe superelevation runoff depends on the rate at which the cross section is 
rotated. 

The selection of the length of superelevation runoff is not an exact science: Table 2.4.2 
presents minimum lengths for two-lane rural highways having either 10- or 12-ft. lanes. The 
superelevation runofflengths for three-, four-, and six-lane highways should be 1.2, 1.5, and 
2.0 times, respectively, those calculated for two-lane highways. 

On simple curves about two-thirds of the superelevation runoff is typically placed on 
the tangent and the rest of the curve. When· transition curves are used, the superelevation 
runoff is developed on 'them. Transition curves (see Fig. 2.4.5) are usually introduced on 
high-speed curves. Most often, they are appropriate lengths of spirals with end radii of cur­
vature that are consistent with those of the tangent (i.e., infinite at the TS and the ST) and 
the circular curve (i.e., Rat the SC and the CS); TS is tangent to spiral, CS is curve to spiral, 
and so on (see Figs. 2 .. 4.5 and 2.4.17). 

Figure 2.4.9 illustrates four common methods of developing the transition to full 
superelevation. For ease of presentation the curved alignmerit is shown to be stretched out 
into a straight line. The first method rotates the pavement abOut the centerline, the second 
rotates about the inside edge, and the third rotates about the outside edge. The fourth 
method applies to pavements that begin with a straight cross-section slope and are revolved 
about the outside edge. This type of cross slope may be found on the separate roadways that 
make up a divided multilane facility (see Fig. 2.4.4). The longitudinal profile of the pave-

I 
~~ 
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TABLEZ.4.2 Required· Length of Superelevation Runoff for Two-Lane Roads 

Superelevation 
·Length of runoff (ft) for design speed (mi/h} of: 

rate, e 20 30 40 50 55 60 65 70 

12-ft lanes 
0.02 50 100 125 ISO 160 175 190 200 
0.04 60 100 125 ISO 160 175 190 200 
0.06 95 110 . 125 ISO 160 175 190' 200 
0.08 125 145 170 190 205 215 230 240 
0.10 160 180 210 240 255 270 290 300 

I 0.12 195 215 250 290 305 320 350 360 

JO-ft lanes 
0.02 50 100 125 !50 160 175 190 200 
0.04 50 100 125 ISO 160 175 190 200 
0.06 80 100 125 !50 160 175 190 200 
0.08 105 120 140 160 170 180 190 200 
0.10 130 !50 175 200 2!5 225 240 250 
0.12 160 180 210 240 255 270 290 300 

Source: (From A Policy on Geometric Design of Highways and Streets, Copyright 1990, by the 
American Association of State Highway and Transportation Officials, Washiri.gton, DC [2.2] 
(Table lll-15, p. 178.) 

ment along the length of the highway corresponding to each of the four methods oL 
obtaining full superelevation is shown in Fig. 2.4.9. In part (a) the location of.the inside 
edge, the centerline, and the outside edge are shown relative to the elevation of the center­
line. In parts (b) and (c) the edgeand centerline profiles are shown relative to the unrotated 
centerline, that is, the "theoretical centerline profile." At point A of the first three diagrams 
the outside edge is as far below the centerline as the inside edge, the difference in elevation 
being equal to the normal crown times the pavement width in each travel direction. At point 
B the outside edge has reached the level of the centerline, and at point C the outside edge 
is located as far above as the inside edge is below the centerline. Finally, at pointE the cross· 
section is fully superelevated. The reverse of these profiles is found at the other end of the 
circular curve. As the note at the bottom of Fig. 2.4.9 suggests, the angular breaks should 
be rounded by smooth curves. 

Example 2.16 

Draw the longitudinal profile of the curve of 'Example 2.15 using the minimum radius for a 
two-lane rural highway given a normal crown of i in./ft ;md a lane _width W = 12ft. 

Solution With the calculated radius of 695 ft and an extemal angle of 1000, Eq. 2.4.1 gives 
a curve length of 

L=l213ft 

Fore= 0.10, a design speed v =50 mi/h, and 12-ft lanes, the suggested minimum length of 
superelevation runoff (Table 2.4.2) is 240ft. Place two-thirds (or !60ft) of the runoff on each 
tangent at either end and the rest (80ft) on the curve. This leaves 1213 - 2 X 80 ·= !OS 3ft of 
the curve's length at full superelevation. Rotation about the centedines means that at full super­
elevation the inside and outside edges ru:e offset by .W X e = 12 X 0.10 = 1.2 ft from the 
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figure 2.4.9 Methods of attaining full superelevation . 
. {From A Policy on Geometric Design of Highways and Srreets,.Copyright'1990, by 
the .American Association of State Highway and Transportation Offiyials, 
Washington, DC [2.2J {Fig. ITI-16, p. 183.) Copyrig~t 1990. Used bY pennission.) 

Centerlirie. At the normal cross section the two edges are 12 X 0.25 = 3 in. or 0.25 ft, below 
the centerline. Simple calculations lead.to a longitudinal pr()file, as shown in Fig. 2.4.10. 

2.4. 7 ~ertical Al,igoment 

The vertical .ilignment of highways arid railways consists Of grade tangents connected with 
parabolic vertical curves. The desirable maximum design grades and gradiCnt change 
depend on both the facility type and vehicular characteristics. For highways the desirable 
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'Figure 2.4.10 Cross-section drawing of superelevation along a curve. (Caul ion: x andy 
scales are different.) 

maximum grades range from about 2% for ffeeways to about 6% for local streets. Higher 
grades may be unavoidable at locations of difficult topography, and the combined effect of 
gradient and the length over which it is sustained (i.e., the length of grade) must also be 
considered, especially at locations frequently used by heavy vehicles with limited climbing 
capability. Railroad design tolerates much smaller maximum grades, with about 4% repre­
senting the limit corresponding to the worst topography. The maximum grades for fixed­
guideway transit systems are a function of the tract and wheel combinations employed. 
Steel-wheel on steel-rail systems are similar to railroads, whereas rubber-tire systems 
approach the highway case. Some systems are specifically designed for very steep inclines. 

The length of a vertical curve is measured along the horizontal alignment, and a 
point on the curve is specified by its station location on the horizontal alig-~rnent and its 
elevation from a datum. The beginning and end of a vertical curve are denoted, respec­
tively, as the vertical point ofcun,ature (VPC) and the vertical point of tangency (VPT), 
and the point where the grade lines intersect is known as the vertical point of intersection 
(VPI). f;jgure 2.4.11 describes a symmetrical vertical curve for which the grade tangents 

·are equal; asymmetrical vertical curves ·are used only in places of unusual constraints. The 
' figure applies to both crest curves, as- sho.:Vn, and sag curves, the \atter being merely a 

reflection of the former with the cUrve lying above the VPI. In the case of symmetrical 
curves a vertical line passing through the VPI bisects the length of the curve, but the high 
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VPT 

·Figure 2.4.11 :Symmetric vertical curve. 

{orlow)point of the curve does not necessarily lie directly below (or above) the VPI. For 
convenience the horizontal alighment is shown as a straight line, but in realitY it may be 
prescribing a curved path. Moreover, there is no necessary coincidence among the VPC, 
the VPI, and the VPT on one hand and the PC, the PI, and the PT on the other. 

Denoting the percent grade at the VPC as G1 and the percent grade at the VPT as G2, 

the total change in grade 

A = G2 - G1 percent (2.4.9) 

is negative .in the case-of crest curves and positive in the case of sag cur:ves. The ratio of the 
curve's length to .the absolute value of thechange in grade 

L 
K= ]AI (2.4.10) 

specifit?s_thevertical curvature _Of the_curve. Special attentiOn to drainage design-is war­
nnted when K is greater than 167. The external distance E from the VPI to the middle of 

· the -curve is 

AL 
E=·-, ft 

800 
(2.4.11). 

where L is the length of the curve in feet. Note that E is positive in the case of sag curves 
and negative in the case of crest curves, indicating that the midpoint of the curve lies above 

, .and below the VPI, respectively. 
Other vertical offsets y between the grade tangent passing through the VPC and the 

verticatcurve are calculated by 

y=4E(fJ (2.4.12) 
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where xis the distance along the horizontal alignment from the VPC to the point of interest. 
The high (or low) point is locatedat a distance 

.•... LG
1 X=.~-~~ 

. G 1 - G2 

X~ 0 (2.4.13) 

from the VPC The curve elevation of any point P is computed by . : ' 

Elevation of P = [ elevll!illn'Bf VPC + ( ~~~ )x] + y (2.4. 14) 

where the term in prackets represen_ts the tangent elevation on the vertical tangent passing 
through the VPC In practice, curve elevations are computed as 25· or 50-ft intervals. In 
addition, ihe elevations are calculated for critical points, such as the high.or low points and 
points where necessary clearances below the pavement (e.g., drainage facilities such as cul­
-verts) or above the pavement (e.g., overpasses) ·are present. 

Example 2.17 

A 600-ft vertical curve connects a +4% grade to a ~2% grade at station 25 + 60.55 and ele­
vation 648.64 ft Calculate the location and elevation o{ the VPC, the middle of the curve, the 
VPT, and the curve elevation at stations 24 + 00 and 27 + 00. 

Solution The curve is a crest with A= -2 ~ (+4) = -6% and K = 600/6 = JOO>The 
middle distance is E = -4.5 ft. The middle point of the curve is 4.5 ft below the VPI at sta. 
25 + 60.55. The VPC and the VPT are located at either side of the VPI at distances of 
L/2 = 300ft, or three stations. Henc·e the VPC is 3. X 4 = 12ft below the VPI at sta. 22 + 60.55, 
and the VPT is 3 X 2 = 6 ft beloW the VPI at sta. 28 + 60.55. The high point is located at a 
distance X = 400 ·ft, or four stations frOm the VPC (i.e., at .Sta. 26 + 60.55 ). The following 
table illustrates the use of Eqs. 2.4.12 and 2.4.14 to calculate the ·required curve elevations. 

Point P X Tangent Offset y Curve 
(sta.) (ft) elevation (fl) elevation 

22 + 60.55 (VPC) 000.00 636.64 0.00 636.64 
24 + 00.00 139.45 642.22 ~0.97 641.25 
25 + 60.55 300.00 648.64 ~4.50 644.14 
26 + 60.55 (high) 400.00 652.64 ~s.oo 644.64 
27 + oo:oo 439.45 654.22 ~9.66 644.56 
28 + 60.55 (VPT) 600,0() 660.64 ~18.00 642.64 

• 
Discussion Figure 2.4.12 shows the-vertical curve. Offsets are measured in.rel?Jion to the 
tangent at the .VPC irrespective of whether the subject point Pis to the right or to the left of 
the VPI. The negative sign of the offsets indicates that the curve elevations are below the 
tangent elevations. The appliCation of Eq. 2.4.,12 in the-given table resUlted in· the same 
curve elevations for the middle point and the VPT as those obtained by the calculations. pre~ 
ceding the table. All the tabulated results could have been obtained by viewing the curve 
from the VPT .. In that case G1 and G2 would be +2% and _:.'4%, respectively, the distance 
~would be me·asured to the left of the VPT, arid the offsets would be measured from the tan~ 
gent at the. VPT. 
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'I L~600ft 
1~---------~---,j------.-! 

sta. 22 + 60.55 24 + 00 25 + 60.55 1 27 + 00 28 + 60.55 

26 + 60.55 

Figure 2.4.12 Example of vertical curve connection. 

TABLE 2.4.3 Stopping Sight Distance 

Assumed Braking Stopping sight distance 

Design speed for Brake reaction Coefficient distance on Rounded 

speed condition Time Di:,tance of friction level" Computed~ for design 

(mifh) (mifh) (s) (ft) f {ft) (ft) (ft) 

20 20-20 2.5 73.3- 73.3 0.40 33.3- 33.3 106.7-106.7 125cl25 

25 24-25 2.5 88.0-· 9t.7 0.38 50.5-54.8 138.5-146.5 150-150 

30 28-30 2.5 102.7-110.0 ().35 74.7·- 85.7 177.3-195.7 200-200 
35 32-35 2.5 117.3-128.3 0.34 100.4-12().1 2!7.7-248.4 225-250 
40 36-40 2.5 132.0-146.7 0.32 135.0-166.7 267.0-313.3 275-325 
45 40-45 2.5 146.7-165.0 0.31 172.0-217.7 318.7-382.7 325-400 
50 44-50 2.5 161.3-183.3 0.30 215.1-277.8 376.4-461.1 400-475 
55 48-55 2.5 176.0-20!.7 0.30 256.0-·336.1 432.0-537.8 450-550 
60 52-60 2.5 190.7-220.0 0.29 310.8-413.8 50!.5-633.8 525-650 

65 55-65 2.5 20!.7-238.3 0.29 347.7-485.6 549.4-724.0 550-725 
70 58-70 2.5 212.7-256.7 0.28 400.5-583.3 613.1-840.0 625-850 

"Different values for the same speed result from using unequal coeffiCients of friction. 

Source: American Association of StateJiighway and Transportation Officials, "A Policy on Geometric Design of -w 

Highways and Streets" [2.2] (Table III-], p. 120.) Copyright 1990. Used with permission. 

2.4.8 Stopping and Passing Sight Distance 

The design of a facility must ensure that drivers are provided with <adequate sight distances 
to perceive dangerous situations ahead and to take preventive action. If an object is priSent 
in the vehicle's path, warranting that the vehicle be stopped to avoid a mishap, the object 
must be visible to thC driver from a distance at least equal to a minimum stopping sight dis­
tance, S,. Table 2.4.3 presents the design values suggested by AASHTO [2.2], which incorc 
porate several practical appro<'imations. 

To overtake another vehicle safely on two-Jane highways (i.e., one Jane in each direc­
tion), a driver must consider the relative speeds and pOsitions of the driver's own vehicle, 
the vehicle to be overtaken, and an oncoming vehicle in the opposite direction .. A successful 
passing maneuver involves the elements shown·in Fig. 2.4.13. The minimum passing sight 
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distances suggested by AASHTO for various, design speeds are also shown. Safe stopping 
sight distances must be adhered to at all points along the alignment, and where adequate 
passing distances are not .pOssible, nb.:.pqssing zones. must be established. Reducing the 
speed limit to- as~u·re adeq.uate sight distances is also a possibiUty, but frequent speed limit 
changes s'hou1d be ~voided. 

2.4.9 Geometries of Sight Distance 

On the horizontal plane the available sight distance is affected by the presence of objects, 
embankments, and other restrictions, as shown in Fig. 2.4.14. The effect of curvature (i.e., 
either R or D) is captured by the inserted equations. This figure corresponds to the low range 
of stopping sight distance shown in Table 2.4.3. 

On crests the vertical curvature of the facility itself causes sight restrictions, as 
illustrated in Fig. 2.4. 15(a), which shows the line of sight between the driver's eyes 
(located.at a distance h1 above the pavement) and the top of an object of height h2 . For 
many years the design specifications promulgated by AASHTO provided for .an eye 
height of 3. 75 ft, an object height of 6 in. for the computation of stopping sight distance, 
and an object height of 4.5 ft for the computation of passing· sight distance. The rationale 
,for these values was that. an object of less than 6 in. in height is lower than the undercar­
riage height of the vast majority of vehicles on the roadway, and a height of 4.5 ftrepre­
sents the height of oncoming ·vehicles that are relevant to the passing maneuver. Because 
of changing vehicular dimensions, subsequent research has recommended a modification 
of these values. In 1984 AASHTO lowered the values for the driver's eye height and the 
height of oncoming vehicles to 3.50 and 4.25 ft, respectively. The 6-in. object height 
involved ii1 the calculation of stopping sight distances _has been retained. On sag curves 
the worst situation occurs-at night when the line of sight is limited within the area of head-
light illumination [Fig. 2.4. 15(b)], · · 

In either case the sight distance may be shorter, equal to, or longer than the length of 
th~- curve. The folJowing equations can be used to calculate the minimum length of .a curve 
that satisfies a given sight-distance requirement: 
Crest vc1;tical curves: 

IAIS2 

L = -· -· ---·- ·---\2 for S ,; L 
200(\/h, + Vh,_l.· 

(2.4.15a) 

(2.4.15b) 

'Sag Vertical C~rves: 

IAIS2
.• L = ~. ~,~. ~-----·---

. · 200\h + Stan 131 
for S ,; L (2.4.16a) 

.. 200(h + Stan 131 
L= 2S- ' IAI for s ~ L (2.4.16b) 
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where 

Figure 2.4.14 Geometry of horiwntal sight distance. (From A Policy on Geometric 
Design of Highways and Streets, Copyright 1990, by the American 
Association of State Highway and 'Transportation Officials·, Washington, 
DC [2.2] (Fig. ID-26A, p. 222.) Copyright 1990. Used by pennission.) 

L = length of curve, in ft 

S = sight distance, in ft 

lA! = !G2 - G1J, in% 
,,. , ' I 
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1---'--- 1- ---~-' 
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Figure 2.4.15 Geometry of yertical ~ight distance. 

h 1 =height of driver's eyes, in ft 

h2 ~· height of object. in ft 

h ~ headlight height: approximately 2ft 

i3 = beam angle: approximately 1" 

Figure 2.4.16 illustrates that stopping and passing distances may be measured directly on 
scaled horizontal and vertical profiles. 

Example 2.18 

For a design speed of 50 mi/h, determine the minimum Jepgth of a crest vertical curve- with 
A= -4% that meets the post-1984 AASHTO criteria for (a) stopping aild (b) passing. 

Solution (a) Since A is negative, the curve is a crest. Conservatively, a minimum stopping 
sight distance of 4 75 ft is obtained from Table 2.4.3 and substituted in Eqs. 2.4.15 along with 
the AASHTO recommended heights of ht = 3.50 and h~ = 0.5 ft: 

For S"' L: L ~ 679ft 

For S;;, L: L ~ 618ft · 

The first answer is selected because it satistienhe con·straint, that is, 475 < 679. 
(b) The minimum recommended passing sight distance of about l 700ft is obtained from Fig. 

2.4.13 for a design speed of 50 milh. Witb.i1 1 = 3.50 and h2 ·= 4.25 ft. the crest equations yield 

ForS"' L: L ~ .17.18ft 

For 5 :;o,: L: L = 2627 ft 

s"ince the first sati-sties the condition s ,:;:;: L. it gives the proper answer. 

2.4.10 Discussion of Alignment Design 

So far the basic elements of the horizo'ltal an¢ vertical design have been discussed sepa­
rately. These two aspects of the three-dimensional control line must be integrated and drawn 
to a suitable scale to aid in the eventual layout and construction of the facility. Figure 2.4.17 
illustrates the standard plan and pro tile drawings of the centerline of a two-lane highway. 
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On the horizontal plane the highway segment prescribes a circularcwve; The station loca­
. tions of important points are clearly marked, and the characteristics of the curve are specified. 

The "stretched-out" vertical profil~ of the baseline is shown on the lower portion of the 
figure; It consists of a crest curve connecting a + 1.76% grade and a -4.17% grade, followed 
by a sag curve between the -4.17% grade and a +6.77% grade. The irregular dotted line rep­
resents the existing ground elevation to which the vertical alignment or grade line conforms 
as much as possible. Fitting the grade line to the existing ground, however, must meet max­
imum grade and adequate sight.,.distance criteria as explained earlier. Another major consid­
eration i·n grade control is related .to the amounts of earthwork required. Economic 
considerations warrant that cut and fill should be ba)anced within the limits of the construc­
tion area as much as possible to avoid the cost of both bringing extra material (borrow) to the 
site and removing excess excavated quantities to locations that lie outside the site (overhaul). 

The process of selecting, designing, and locating the final alignment of a facility con­
necting two points is a highly complex undertaking. It begins with a determination that such 
a facility is, in fact, needed. Given that the need for a facility has been established, a sequence 
of interrelated steps follows. These entail the collection and study of the necessary informa­
tion including topographic maps and photogrammetric reconnaissance surveys, the identifi­
.:ationof alternative alignments, the prelimin·ary selection of tP,e preferred alignment, the 
surveying and mapping of the corridor through which the preferred alignment passes, and 
the design of the final alignment. These activities take place within a variety of economic, 

rExislmg Grode al Basehne 0: 
> 

'\80+00 

BASELINE CURVE DATA 

!:,.',56"!1'02" 
R"' 630.00' 
T"' 336.27' 

~i . ..,.-" ('oo 59}.32' 

"\(.t 
:~ . .' "f..;'& i> 

.Figure 2.4.17 Typical plan and profile of a highway. 1 

(From Hawaii State Department ofTran~portation. Highway Design Branch.) 
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legal, and environmental. conStraints. For example, federal legislation requires that proposed 
· facilities should have a miriimum impact on environmentally sensitive areas, natural habitab 

of endangered spe_cies, .and ,sites· of historical and archaeological signifiCance. Only after 
these and other socioeconomic. r'equirements have been met in a satisfactory manner would 
the phases of dciailed surveying and roUte layout, and finally, construction, proceed·. 

2.4.11 Delineation of Vehicular Paths 

In addition to the design of the horizontal and vertical alignment of a highway, geometric 
design includes the delineation of vehicular paths within the travel way to confonn to both the 
physical (space) requirements of vehicles and the steering tendencies of drivers. Figure 2.4.18 t 
illustrates the practice of curve widening that is recommended for sharp curves to allow for 
the fact that the vehicle's front and rear-wDeels do not track exactly the same trajectories and 
in response to a tendency on the part of drivers to steer away from the pavement's edge. 

The proper delineation of vehicular. paths is accomplished by a number of devi~es, 
including longitudinal and transverse pavement markings, raised medians and islands, 
curbing, guardrails, and.th.e like .. These devices are accompanied by appropriate directional 
signs and other pavement markings, such as painted turning arrows [2.1 1, 2J2]. 

The most common pavement rnarkings·in the direction of travel are yellow and white 
lines, the former separating paths in opposing directions and the latter delineating paths in 
the same direction. In· either case saUd lines designate segments where path changes for the 
purpose of either passing or lane changing are prohibited. Broken lines permit the execu­
tion of such maneuvers. 

At intersection and interchange areas where conflicting paths are found special 
design. efforts are necessary either tb minimize the number of conflicting movements or to 
reduce their severity. Figure 2.4.19 shows the major types offreeway interchanges, where 
by introducing special directiOnal roadways, the more severe crosSing conflicts are elimi~ 
nated in Javor of the less severe merging and diveiging conflicts: This practice often neces­
sitates the construction of grade~Separated facilities (Le., u~de-rpasses and overpasses). 
Additionally, auxiliary lanes, such as acceleration and deceleration lanes, permit safe speed 
changes and reduce the speed differences between conflicting vehicles.· The conflicts in the 
area of at-:-grade intersections are typically reduced by both the spatial separation of paths 
(channeliwtion) and the temporal separation of conflicting movements (e.g., by signal control). 

2.4.12 Design Vehicles 

Whether designing special roadways at an interchange or channelizing an at-grade inter­
section, it iS important to consider the turning characteristics ·of the vehicles that are 
expected to use the facility~ For-purposes. of design consistency the weights, dimensions, 
and operating ·characteristics of Various types of vehicles. have been selec~~d- tO represent 
the wide variety of vehicular types that normally use the highway system. Table 2.4.4 summa­
rizes the dimensions of these design vehicles, and Fig. 2.4.20 shows the space requirements 
for a W-60 design vehicle when executing turns between 30 and 180° at the minimum 
turning radius for that vehicle that correspond to low speeds. The selection of the proper 
design vehicle for a particular application must allow for the great majority .of the vehicles 
that are expected to use the facility. For example, while the BUg-design vehicle may be 
adequate for downtown streets, the largest WB-60 vehicle is appropriate for the design of 
truck routes. T~ble 2.4.5 shows the minimum turning radii ;;f design vehicles. 
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Figure 2.4.19 Jntei-change types. 
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(d) 

(g) 

All directional 
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(From A Policy on Geometric Design of Highways and Streets, Copyright 1990, 
by the American Association of State Highway and Transportation Officials, 
Washington,' DC-[2.2] (Fig. X~ I, p. 854.) Copyright 1990. Used by permission.) 

' 
2.4.13 Channelization of At-Grade Intersections 

67 

Channelization has been defined as "ihe -~eparation or regulation of cbnfllcting traffic 
movements into definite paths by means of traffic islands or pavement markings to facili­

·. tate the safe and orderly movements of both vehicles and pedestrians" [2.2]. 
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TABLE 2.4.4 Specifications of Design Vehicles 

Dimension a (ft) 

Overall Overhang 

Design vehiCle type Symbol Height Width Length Front Rea< WB, WB2 s T WBj3 WB, 

Passenger"Car p 4.25 7 19 3 5 II 

Single-uOit truck su 13.5 8.5 30 4 6 20 

Single-unit bus BUS 13.5 8.5 40 7 8 25 

Articulated bus A-BUS 10.5 8.5 60 8.5 9.5 18 4h 20h 

Combination trucks 
Intermediate semitrailer WB-40 13.5 8.5 50 4 6 13 27 
Large semitrailer WB-50 13.5 8.5 55 3 2 20 30 
"Doublebottom" WB-60 13.5 8.5 65 2 3 9.7 20 4' 5.4~ 20.9 

semitrailer-full trailer 
Interstate semitrailer WB-62d 13.5 8.5 69 3 3 20 40-42 

WB-67e 13.5 8.5 74 3 3 20 45-47 

Triple semitrailer WB-96 13.5 8.5 102 2.5 3.3 13.5 20.7 3.3r 6' 21.7 21.7 

Turnpike double WB-114-' 13.5 8.5 118 2 2 22 40 2' 6' 44 

semitrailer 
Recreation vehicles· 

Motor home MH 8 30 4 6 20 
Car and camper trailer Pff 8 49 3 10 II 18 5 
Car and boat trailer PIB 8 42 3 8 II 15 5 

, Motor home and boat MHIB 8 53 4 8 20 21 6 
trailer 

"WB1, WB2 , WB.,. WB4 are effective vehicle wheel bases. Sis the distance from the rear effective axle to the hitch point. Tis the distance from the hitch point to the 
lead effective axle of the following unit. 

bCombined dimension 24, split is estimated. 

ccombined dimension 9.4, split is estimated . 

. dDesign vehiCle with a 48-ft trailer <is adopted in 1982 STAA (Surface Transportation Assistance Act). 

~Design vehicle with a 53-ft trailer as grandfathered in 1982 STAA (Surface Transportation Assistance Act). 

rcombined dimension 9.3. split is estimated. 

gCombined dimension 8, split is estimated. ' 

Source: American Association of State Highway and Transportation Officials, "A Policy on Geometric Design of Highways and Streets" [2.2], (Table ll-1, p. 21). 
Copyright 1990. Used with permissiOn. 
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Figure 2.4.20 Minimum turning paths for -a·W~60 design vehicle. 
(From A Policy on Geometric Design of Highways and Streets, Copyright 1990, 
by the American Association of State Highway 8nd Transportation Officials, 
Washington, DC [2.2] (Fig. ll-7, p. 31.)Copyrigbt 1990. Used by permission.) 
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TABLE 2.4.5 Minimum Turning Radii <?f Design Vehicle 

Minimum design Minimum 
turning radius inside radius 

Design vehicle' type, symbol (It) (It) 

Passenger car p 24 13.8 
Single-unit tn::lck su 42 27.8 
Single-unit bus BUS 42 24.4 
Articulated bus A-BUS 38 14.0 

Semitrailer, ~ntennediate WB-40 40 18.9 
Semitrailer, Combination, large WB-50 45 19.2 
Semitrailer-full trailer combination WB-60 45 22.2 
Interstate semitrailer WB-62" 45 9.1 
Interstate semitrailer WB-67b 45 00 
Triple semitrailer WB-96 50 20.7 
Turnpike double semitrailer WB-114 60 17 
Motor home MH 40 26.0 
Passenger·car with travel trailer rrr 24 2.0 
Passenger car with boat and trailer P/B 24 6.5 
Motor home and boat trailer MHIB 50 35 

aDesign vehicle with 48-ft trailer as adopted in 1982 STAA (Surface Transportation Assistance Act). 

bDesign vehicle with 53-ft trailer as grandfathered in 1982 STAA (Surface Transportation Assistance Act). 

Source: (From A Policy on Geometric Design of Highways and Streets, Copyright 1990, by the American 
Association of State Highway and Transportation Officials, Washington, DC [2.2] (Table ll-2, p. 22). 
Copyright 1990. Used by permission. 

At-grade intersections are classified into Y-, T-, four-leg, multileg, and rotary inter­
sections. Within each category a very large number of variations is possible and, in fact, no 
two intersections are exactly the same. Consequently each intersection must be treated indi­
vidually as a separate design problem. Each design consists of the placement of combina­
tions of triangular and elongated islands, the latter including medians and median 
treatments, edge-of-pavement treatments, pavement markings, and associated signing and 
traffic controls. 

The channelization devices must be of sufficient number and size to command the 
attention of motorists, but cluttered designs containing too many small islands and signs 
must be avoided. The design should provide natural and well-defined paths to minimize 
v~hicle wander. It must enhance the confidence and convenience of drivers by affording 
them adequate sight distances, clearly guiding them into the proper channels of movements, 
and preventing the choice of prohibited paths. The possibility of multiple paths between the 
same two points must be eliminated, and drivers should riot be required to make many deci­
sions at the same time, 

Whenever possible, especially at high-speed locations, auxiliary storage lanes should 
be provided for turning vehicles that are required either to slow down or to stop. Moreover, 
the angles and areas of conflict must be controlled. The length over which merging and 
diverging movements are accommodated must be of adequate length, and these movements 
must be confined to low angles. Crossing paths should minimize the area of conflict, and 
hence must be as close to right angles as possible. 

Among the channelization concepts illustrated in Fig. 2.4.21 are the rounded or 
bullet -shaped median openings and the co,meP;curb radii that are designed to fit the paths 
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(b) t r 
Figure 2.4.21 Example of channelization. 

(From A Policy on Geometric ·Design of Highwtiys and Streets, Copyright 
1990, by the American Association of State Highway and Transportation 
Officials, Washington, DC [2.2] (Fig.IX-7, p. 682.) Copyright 1990. 
Used'by pennission.) 
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Figure 2.4.22 Radii and offsets of traffic islands. Offsets measured from the geometric 
island fitting the channelization specifications. 
(From Transportation Research Board [2.11].) 

Chap.2 

of vehicles as closely as possible. The corners of islands are also rounded, and the island 
edges on the approach side are slightly offset to guide, or "catch," the vehicle in\o the proper 
channel. Figure 2.4.22 illustrates this requirement. 

AASHTO [2.2] provides specific guidelines for adherence to channelization princi­
ples and for the design of appropriate treatments. In addition, the Transportation Rese'lfch 
Board issued a report [2.11] in which nine principles of channelization and proven tech­
niques for the cost-effective design of channelized intersections are described. Table 2.4.6 
summarizes how various design elements can be imp1emeuted to address the nine princi­
ples of channelization. Figure 2.4.23 illustrates how approach alignment and physical 
channelization devices can be used to define clearly proper vehicle paths. The dashed lines 
in .the figure delineate the space requirements of design vehicles. Figure 2.4.24 shows how 
the proper placement of channelization devices can he used to discourage undesirable or 
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TABLE 2.4.6 ObjeCtives Of Channeliza~lcin and Design Elements to Achieve Them 

Objectives of channelization 
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Source: Transportation Research Board [2.11 ]. 

Figure 2.4.23 Design of all median elements must consider the natural paths of design 
vehicles. 
(From Transportation Research Board [2.11].) 
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Roadway Design Chap. 2 

Raised medians block !eft :turns· to and from 
minor streets or driveways. Such treatment 
may be appropriate at locations where left 
turns are dangerous or cause congestion, 

Placement of median channelization ahd 
design of corner radii can effectively 

discourage dangerous wrong-way 
movemen~s onto freeway ramps without 
hindering other intended movements. 

Alignment of the approach and design of 
comer radii can encourage right-tum-only 
movements and discourage undesirable left 
turns. 

Raised traffic islands c4n block through 
movement~ or undesirable turning 
movements without hindering other 
intersection movements. 

Figure 2.4.24 Sample designs to restrict or prevent undesirable or wrong movements. 

(From Transport~tion Research Board [2.11].) 
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Figure 2.4.25 Sample design and application of channelization and pavement markings 
at a cOmplex intersection. 
(From Transportation Research Board [2.1_1J.) 

75 

wrong-way movements (shown by dashed lines). Figure 2.4.25 shows an application of 
physical channelization and pavement markings at an intersection involving a double left­
turn movement. The pavement markings shown are consistent with the provi§jons of the 
Manual on Uniform Traffic Control Devices [2.12]. 

2.4.14 Modern Roundabouts 

A relatively recent development in the United States was the introduction of modern round­
abouts as a means of enhancing the capacity and safety of at-grade intersecting streets. 
Roundabouts- have been used extensively for~ decades in European countries and more 
recently in Australia. This section describes the basic function and geometric characteris­
tics of modem roundabouts and distinguishes them from older-type traffic circles. 



. 76 Roadway Design Chap. 2 

Figure 2.4.26 Yield~at~entrY and deflection of entering traffic [2.13'}. 

Many ancient cities had a radial structure focused in a central square where typically 
a monument of cultural significance was erected. Approaching people and carriages would 
circulate around the central monument when transferring between roadways. The same 
concept was retained over the years even 'after the introduction of mechanized transporta­
tion systems. One distinguishing char~cteristic of the latter was the requirement that centrally 
circulating traffic would move in one direction (counterclockwise in the United States). 
Known variably as traffit circles, rotaries, or plainly roundabouts, such designs are found 
in older U.S. cities. It is reported that the first one-way rotary system was established in 
1904 at New York City's Columbus Circle [2.13]. 

These old-style (or "'nonconforming") circles con~in certain combinations of geo­
metric and traffic control characteristics that are av0ided with the-use of modgm round­
abouts. Examples of such characteristics are included in the following discussion. 

Many nonconforming circles are designed -to give priority to entering vehicJes 
approaching the circle on major streets. This is often accomplished by interrupting the circu­
lating traffic through the use of traffic signals or stop signs. Moreover, the preferred through 
movement is allowed to enter and cross at high speeds. In some cases the design allows rela­
tively straight paths for these preferred movements (i.e., pates tangential to the central circle 
or even cutting through the central island). Larger circles ar:' designed so as tc· provide for 
long weaving sections between entrances and exitS and this imposes a capacity limitation at 
those locations. Other features found at some nonconforming circles include permitting 
vehicle parking within the circle and allowing pedestrians to cross onto the central island. 

By contrast, the basic philosophy of modern roundabouts is to give priority to vehi­
cles that are already within the circulatory roadway: In 1966 Great Britain officially adopted 
this "priority-to-the-circle" (also known as "off-side" priority or "yield-at-entry") rule. The 
major implication of this rule is that all entering traffic can enter the circ~latory roadwal' 
only when a safe (or "acceptable") gap is found. Entering.vehicles.are consequently con­
trolled by a YIELD sign and are deflected by the central island to the right as illustrated in 
Fig, 2.4.26. Taken together, these two treatments induce entering vehicles to reduce their 
speeds and, thus increase the safety leveL 

Eigure 2.4.27,.illustrates·themajor features· of modern roundabouts. The marked yield 
line is where entering vehicle~ are required/to Wait,- if necesSary, fOf a gap.· RaiSed sPlitter 
islands separate entering from exiting traffic, induce entering vehicles to take a-deflecting 

·(rather than a straight) path, and serve as a refuge to pedestrians ,who are not allowed to 
cross the circulatory road"(ay. j)epending on the size of the roundabout, the raised central 
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---~ DEPARTIJRE WIDTH 

TRUCK APRON 

ENTRY RADIUS 

RAISED CENTRAL ISLAND 

EXIT WIDTH 

' \ 
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t:>---
ENTRY WIDTH 

- EXIT RADIUS 

CENTRAL ISLAND DIAMETER 
- INSCRIBED CIRCLE DIAMETER 

SPLITTER ISLAND '---YIELD LINE 

Figure 2.4.27 Geometric elements of a roundabout [2.13 j. 

island may be surrounded by an apron to provide ample space for trucks, buses, emergency 
vehicles and other large vehicles to negotiate the roundabout. To discourage passenger vehi­
cles from encroaching it, the apron is often delineated by-a contrasting pavement color. 

As of 1999 no -standard guide for the design of roundabouts had emerged in the 
United States. At least two states, Maryland [2.14] and Flqrida [2.15], had issued their own 
guidelines. In 1971 the British Ministry of Transport issued its first design guide and sev­
eralrevisions followed between 1971 and 1993 [2.16]. French, German, and Australian 
design guides also existed at that time. The decision of whether to implement a roundabout 
treatment rather than channelized signalized intersections, two-way stop control (TWSC) 
intersections or all-way stop control (AWSC) intersections must be based on a careful study 
of4h<>-safety, capaeity,-space requirements, 'l!ld cost of each_alternative . .S.<!Il:ll:...QQmputer-

• ·dsoftware (see Chapter 15) can perform simulation and capacity analysis of roundabouts. 
The software includes NETSIM, which can be used to approximately model a roundabout 
as a series of yield signs, SIDRA (a product of the Australian Research Board), and 
ARCADY'(a product of the United Ki11gdom's Transport Research Laboratory). 
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.. 2.4.15 Traffic Calming Devices 

The choice of design speed is critical to t\le geometric design of roadways. The design 
speed, for example, affects .the choice of curve radius, the rate of superelevation, and the 
·required safe sight distances. Once seiedeQ., the design speed becomes an intrinsic attribute 
of the roadway. Thus if a horizontal curve is properly designed for 60 milh, it can be tra­
versed safely ·by vehicles traveling at that speed under design conditions. 

The posted speed (or speed limit} on the other hand is typically set below the design 
speed.Traditional practice uses the measured 85th percentile speed of observed free-flowing 
vehicles as a first approximation of the proper speed limit, subject to factors such as the 
design speed, accident experience, conflicts wifh pedestrians, and parking maneuvers [2.17]. 

The posted speed is set below the design speed to minimize the frequency of unsafe 
conditions encountered by those drivers that, for whatever reason, choose to exceed it. 
Other reasons are based on consideratiOns beyond kinematics. For example, many munici­
palities establish relatively low speed limits in the vicinity of schools or in residential neigh­
borhoods out of concern for tbe safety of children, pedestrians, and bicyclists. In addition 
to excessive speeds, ITE identified "unwanted" through traffic and curb parking on neigh­
borhood streets by people whose actual destinations are outside the neighborhood as 
sources of "a basic discrepancy between ... vehicular traffic and the tranquility of a resi-
dential street" [2.18]. t 

Because of the existing geometry of many local streets, posted speed limits have been 
neither successful in inducing drivers to reduce speeds nor have they discouraged drivers 
from using them for through movements: Wide, straight roadways with long sight distances 
and sniooth pavement surfaces send drivers a contrary message. To counter these driver ten­
dencies, geometric treatments or traffic calming devices have been fi~ding increasing appli­
cation in the United States since 1980. It is generally accepted that this trend had its modem 
beginnings in the Dutch city of Delft in 1970. In 1976 the Netherlands Ministry of Trans­
port and Public Works adopted official standards for residential precincts (or woonerven) 
that incorporated these concepts [2.19]. 

The term traffic calming itself is a translation of the German word verkehrsberuh­
igung which was associated during the 1970s with a planning philosophy that residential 
neighborhoods should be designed to give preference to residents rather than to the auto­
mobile. The concepts of Jivable communities and neotraditional urban design are often 
used as the larger context for this objectiye (e.g., [2.20, 2.21].) 

Traffic calming strategies can encompass a wide variety of options that include 
Simple traffic cont~ol actions, such as the use of s'top signs, striping and tufning restrictions·, 
automobile.-free zones including pedestrian and transit malls, as Well as regulatory policies, 
enforcement strategies, parking regulations, and community design principles. ITE defiges 
traffic calm~ng in a more restricted sense as 

the combination of mainly physical measures that reduce the negative effects of motor 
vehicle use, alter driver behav-ior and -improve conditiOns for non-motorized street 
users. [2.22] 

·-.Two classes ofmeasurCs are. generally available: those1that aim mainly at physically dis­
couraging spillover traffic from nearby congested arterials from using local streets as 
bypasses and those that aim principally at speed reduction. Both types of actions may be 
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applied either to retrofit existing areas or to be part of the design of new areas. They are 
apPlicable not only to residential neighborhoods but also to activity centers and rural 
locations. · ' 

One way to discoura£e· '•.•imwanted" traffic from entering a traffic-calmed area is to 
eliminate unimpeded straight paths that are often present in the typical gridiron pattern of 
neighborhood street design. This may be accomplished by a number of devices, including 
mec/ian barriers ·such as those iUustrated in Fig. 2.4.24. ·Other means include the introduc­
tion of cui-de-sacs, diverters, and chicanes (e.g., Fig. 2.4.28). Cui-de-sacs can be applied 
at existing intersections or midblock. Diagonal diverters are implemented at existing inter­
sections to divide them into two independent circuitous paths, whereas semidiverters (or 
half-closures) are used to restrict entrance to otherwise two-way streets at the far side of an 
intersection. Chicanes transform straight segments of streets into S-shaped paths by intro­
duci~g alternating obstructions on either side of the roadway. 

Methods aiming primarily at speed reduction may Oe classified into mini-roundabouts 
or Seattle-type traffic circles, street narrowings of various kinds, and vertical undulations. 
Mini,roundabouts etnploy the yield-at-entry and diversion principles described in Sec­
tion 2.4.14, even though in some instances nonconforming features, suCh as requiring 
minor street traffic to stop, may be introduced. Street narrowings (Fig. 2.4.28) include bul­
bouts or neckdowns that typically narrow approaches to intersections and chokers that 
reduce the width of streets midblock. In addition to inducing drivers to reduce their speeds, 
these devices also reduce pedestrian crossing distances. 

Vertical undulations include rumble strips, speed humps, and speed tables. Rumble 
strips introduce a variable texture or roughness to segments of the pavement to let drivers 
know that they should slow down. Speed humps are by far the most popular traffic calming 
devices in the United States [2.23]. They differ from speed bumps in that they can be nego­
tiated at selected design speeds, usually around 20 milh. Speed bumps, on the other hand, 
are very short and abrupt in the direction of travel (typically less than 3 ft wide), causing 
drivers to slow down to almost a stop (see Fig. 2:4.29). Humps are anywhere from 12 to 20ft 
wide and rise to heights of 3 to 4 ins. To be visible to •approaching vehicles, they may be 
striped with diagonal white lines. Their cross section (in the direction of travel) can be sinu­
soidal, circular, or flat-topped. Cushions are similar to humps except that they do not extend 
across the entire cross section of the travel way. This allows wide-bodied vehicles, such as 
buses, and bicycles to pass unimpeded but cause automobiles to slow down. Speed tables 
(or plateaus) are similar to flat-topped humps but are much wider. When placed at inter­
sections, they result in raised junctions rising to the height of the surrounding sidewalks. 
~ey are often constructed with c.ontrastlng pavement .textUres and are delineated with bot­
lards to prevent vehicles from encroaching on the sidewalks. 

A traffic calming design for a particular area is usually custom-made to meet prob­
lems that are specific ta the area: It must consider the appropriate combination of devices, 
appropriate spacing between them, and accompanying warning signs and lighting. Many 
municipalities have established procedures that place high emphasis on resident participa­
tion and approval. Design guidelines by both national standards entities and municipalities 
are emerging. 

Despite their potential to discourage cut-through traffic and to reduce speeds, as 
. iilustrated in Fig. 2.430;. traffic..,;alming actipns also cause certain negativ.e impacts that 
must be considered. Among these are adverse effects on emergency vehicle response times 
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Diagonal Diverters Cul-de-Sac/Street Closures 

Figure 2.4.28 Various neighborhood traffic control measures. 
(From National Cooperative Highway Research Program, Synthesis of 
Highway Practice. I 39, Pedestrians and Traffic Control Measures, 
Transportation Research Board. National RCsearch Council, 1988. [2.24]) 
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Figure 2.4.29 Vertical undulations. 
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(e.g., [2.25 J), removal of parking spaces, a proliferation of warning and advisory signage, 
increases i~ traffk noise, restricted -~iGycle ~Ovements, and inconvenience to res-idents of 
the area. In Severa) cases traffic calmin~;< devices demanded by neighborhood residents 

'haye been Sl;lbsequently r~moved because-of ·such adverse impacts. 

2.5 PAVEMENT-STRUCTURES 

2.5.1 Background 

Pavements serve structural, func'tional, and S'afety purposes. They are necessary not only for 
roadways but also for parking lots, airports (i.e., runways, taxiways, aprons, and service 
roads), industrial sites,-·ports, and so forth. The structural perfonnance of a pavement is 
aimed at distributing the loads under the wheels of vehicles over larger areas to prevent 
stressing, beyond its load-bearing capacity, the native soil (or subgrade) on which tl1e pave­
ment system is constructed. Figure 2.5.1 illustrates thiS situation: The load at the interface 
between the wheel and the pavement surface is applied over a relatively small area, causing 
high stre.sses at that point, but these stresses decrease with depth as the load is spread over 
larger areas. The degree of load distribution decreases from the top to the bottom of the 
pavement structure. 

The functional petfQrmance o( pavements is related to the users' requirement for 
smooth and comfortable riding conditions. The quality of riding comfort is typically meas-

. ured by the Present Serviceability Index (PSI), which was developed in 1957 by the Amer· 
ican Associatiqn of State Highway Officials (AASHO). The PSI is based primarily on 
measurements of pavement roughness. This is accompli~hed by a variety of available eq~iP:- __ 

DistributiOn of W 

Figure 2.5.1 Distribution of weight of wheel from the contact area to the native soil. 
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ment that essentially measure the profile of the pavement along the traveled way. The PSI 
· cleterio~ates with ~sage.and p:ivement ige and is one of several criteria employed to aid 
deCisioils relating to maintenarice; -rehabilitation, or reconstruction of the pavement Typ­
ical· syinptOms of pavement distresses are Jongitudinal and transverse cracking, breaking, 

· swelling, arid heaving. They affect the structural integrity of a pavement and the level of 
service to the users [2.26]. 

The safety performance of pavements is mainly related to the skid resistance developed 
at the pavement-tire interlace. This friction or skid resistance can be enhanced by the choice 
ofmaterials and the various treatments, such as texturing the pavement surface. Another char­
acteristic that is re1ate'd to safety is the light reflectance of the pavement surface. \ 

2.5.2 Pavement Materials and Types 

Throughout the ages compaction of the native soil by repetitive use was the common way 
in which roadbeds were maintained. Some exceptions were the heavy stone roadways con­
structed by some advanced ancient civilizations, including·the Romans, whose famous 
Appian Way is extant to the present day. Any attempt to replicate the works of these ancient 
societies given today's material and labor costs would be prohibitively expensive. A deriv­
ative of this method of roadbuilding, known as the French method, was used into the nine­
teenth century, and the practice of overlaying a prepared roadbed with natural or artificial 
stones (e.g., cobblestones) continued until fairly recently. Other roadbed treatments include 
artificial compaction and stabilization of unpaved roads, typically found in rural areas, on 
farms, and at construction sites; surface treatments of the native soil; the use of asphalt­
based pavements; and the construction of portland-cement Concrete pavements. The last 
two are the most common types of pavements in use today. 

The Asphalt Institute [2.27] describes asphalt as a "strong cement, readily adhesive, 
highly waterproof, and durable. It is a plastic substance which imparts controllable flexi­
bility to mixtures of mineral aggregates with which it is usually combined~ Although a solid 
or semisol\d at ordinary atmospheric temperatures, asphalt may be readily liquefied by the 
appli.cation of heat." Asphalt is classified as a "bituminous" cement, a term which refers to 
the fact that it consists of hydrocarbons. 

The combination of asphalt with graded mineral aggregates is known as asphalt con­
crete. It is in this manner that asphalt is usually applied to pavement design. Asphalt con­
Crete mixtures are sometimes discussed in terms of the gradation of their component 
mineral aggregAtes 1!nd fillers into categories such as open-graded, coarse-graded, or fine­
graded. Open-.graded aggregate contains little n{in'eral filler material, and consequently it is 
characterized by-relativelY large void areas between aggregate particles in a compacted mix. 
Coarse-grad~d aggteg~tes exhibit a continuous grading of sizes but show a predominange 
of coarse siZes, whereas fille-graded· aggregates have a predoininance of fine siz..es (i.e., 
those passing the No. 8 sieve). A coarse aggregate of uniform size, known as a macadam 
aggregate, received its name from the Scottish engineer John McAdam, who first used it in 
an asphalt mix. Sheet asphalt refers to a special type of mix that contains a well-controlled 
combination of asphalt, sand (i.e., fine aggregate), and mineral filler. 

When the asphalt concrete is placed, spread, and compacted at atmospheric temper­
ature, it is referred to as a cold-laid mixture, in cbntrast to hot-laid mixtures, which involve 
elevated temperatures. The combinations of material characteristics and proportions on one 
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hand and mixing and placing conditions on the other can lead to asphalt concretes of dif­
. fering characteristics in terms of their stability, durability, and flexibility to suit a variety of 

· application requirements [2:27]. · ' · 
It is interesting to note that natural deposits of asphalt exist For example, skeletons 

of prehistoric animals have been preserved in such deposits at the La Brea pit near Los 
· Angelys, CA Asphalt material was used in Mesopotamia for roadway construction and 
waterproofing purposes. According to the Asphalt Institute, imported rock asphalt was used 
in Philadelphia, PAin 1838, and the first asphalt pavement was built in Newark, NJ in 1870. 
Today asphalt is recovered fro'/' petroleum in the process of separation and refinement of 
constituents·. 

Portland cement is mainly a calcium aluminum ·silicate that is produced by fusing 
limestone and clay in a rotary kiln to form a clinker material, which is then ground into a 
fine powder. First used by an Englishman, Joseph Aspdin, who patented the substance in 
1824, portland cement derives its name from its ability to react with water and, through 
hydration, to produce an artificial stone that resembles the limestone deposits found on the 
Isle of Portland in Englapd. It is a "nonbituminous" cement and is classified as a 
"hydraulic" cement beCause it solidifies under water. In various combinationS with ·water, 
graded mineral aggregates, and other admixtures and additives, portland cement is used to 
produce numerous construction materials, such as grout, plaster, mortar, and portland­
cement concrete. By controlling the combinations of the constituents of the mix, a wide 
variety of desirable characteristics (e.g., strength, durability, and workability) can. be 
obtained to suit particular applications. The most notable characteristic of portland-cement 
concrete is its compressive strength: It far exceeds its tensile strength, which is only about 
10%- of its compressive strength. For this reason portland-cement concrete pavements are 
typically designeq to resist compressive forces only. The first reported use of portland­
cement concrete for pavement construction in the United States occurred in 1891 in Belle­
fontaine, OR 

In case prominent tensile forces are present under particularly heavy loads continuous 
reinforcement with steel bars is applied to withstand the applied tension. Also, prestressing 
the structural element is another way for taking full advantage of the compressive strength. 
This involves the application, via tendons embedded in the concrete, of a compressive load 
on the structure prior to applying the service loads. The compressive prestress counterbal­
ances tensile stress produced by the loads in such a way so that the concrete remains under 
compression. Continuously reinforced Or prestressed concrete paVements are commonly 
used for airport runways and aprons. 

A fundamental difference between asphalt and portland-cement concrete pavements 
lies in the fact that the former is characterized by flexibility, whereas the latter provides 
rigidity. For this reason the two types of pavement are classified, respectively, as fle~,ible 
and rigid pavements. The following are the corresponding AASHTO definitions [2.26]. 

Flexible pavement. A pavement structure which maintains intimate contact with and dis­
tributes loads to the subgrade and depends on aggregate interlock, particle friction, and 
cohesion for stability 

Rigid pavement. A pavement structure which distrib~tes loads to the subgrade, having as 
one course a portland-cement concrete slab of relatively high bending resistance 

I 

I 
I 
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Rigid pavements are further subdivided according to the method of reinforcement 
· into plain (unreinforced) with or without dowels, conveNtionally reinforced, continuously 
reinforced; and prestressed. Dbwel£ are steel rods that connect individual pavement slabs 
to facilitate the transfer of loads between them. In the case of oontinuously reinforced 
portlalld-cement concrete pavements the reinforcing steel serves. this function . 

. Both types of pavement tend to deform under the· applied loads as illustrated in Fig. 2.5.2, 
with the top fibers of the pavement in compression and the bottom fibers. in tension .. Because 
of the rigidity and stiffness expected from portland-cement concrete pavements, they require 
special structural engineering attention. This includes the provision of coptraction joints at 
recurrent intervals to control transverse cracking, expansion joints, load transfer devices, and 
joint sealants to prevent water and incompressible debris from entering the joint reservoirs. 
Figure 2.5.3 shows an undoweled and a doweled contraction joint as well as an example of 
doweled contraction joints and transverse joint."' with distributed steel. 

Composite pavements consisting of an asphalt surface overlay on a portland-cement 
concrete slab are common. Moreover; a recent practice of overlaying a portland-cement con­
crete layer on old asphalt pavements, called "whitetopping" appears to be gaining in popularity, 

2.5.3 Pavement Structure 

A pavement structure consists of a series of layers, beginning with the-native soil' that con­
stitutes the prepared roadbed (or subgrade), which is typically overlaid' by the subbase and 
base layers. The strength of these layers increases from the bottom up to conform with the 

''""'""'""'"""'"""""'""'""'"""""""''""·""' '"""'"'"'"""'''""' 

Form of pavement structure 
in the absence of traffic 

Compression 

Tension 

Form of pavement-after loading 
from traffic (exaggerated) 

Figure 2.5.2 States of pavement structure with and without traffiC lbad. 
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-Figure 2.5.3 Basic types of jointing for portland-cemenLconcrete;pavemenLslab:s. 

increao'ing requirements of stress and load distribution (Fig. 2:5.11). This practice contributes 
t6 economical and efficient use of materials by avoiding "overdesigning" the lower layers. 
Some ofthese layers may be omitted, depending on the strength of native soil and material 
.availability. An asphalt pavement that is placed directly on the suqgrade is'known as a full­
.depth a~phalt pavement. In this case the thickness of the 'base and ·subbase is simply 
replaced 'by appropriate "layers" of asphalt concrete to form athicker.layer than would oth­
erwise be required. In the case of rigid pavements the wheel loads are distributed over larger 
areas than those in the case of asphalt pavements, and this reduces the strength requiremepts 
of the base and subbase. Figure 2.5.4 presents examples of fle>lilile.and.rigid pavements. A 
flexible ,pavement may include the following five layers (Ji:om ilxittom up): (I) prepared 
roadbed; (2) subbase course, typically from compacted granular materilil; '(3)base course, 
which provides structural support to the pavement, made from. aggregates such as crushed· 
gravel, which may be treated with fly ash, cernent, or aspluilt; '(c4;) drainage layer, which is 
part of'the base made with select aggregates or fabrics with•uNicientpermeability so that 
water can be quickly removed from the structure; and (5) surface·course mix of bituminous 
materials and aggregates. The proportion of bituminous material and aggregates as well as 
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Figure 2.5.4 Cross-section examples of flexible and rigid pavements, 
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the gradation, strength, abrasion, and other characteristics of the aggregates determine the 
resistance to cracking and the supplied skid resistance. The surface mix must be properly 
compacted. 

The rigid pavements usually consist of four major layers: (1) prepared roadbed (as 
for flexible pavements); (2) subbase course, with characteristics similar to those for flex .. 
ible pavements with the exCePHOii 'tliat'often lean·· concrete (econocrete) subbases are 
constructed to reduce erosion of the bottom side of the slabs, the joints between slabs, 
and the edges of the slabs; (3) base course, which may contain a drainage layer (often 
the base and subbase are combined into one supportive layer, with or without a drainage 
layer); and (4) pavement slab, which is a concrete mix with portland cement, aggregates, 
and various optional admixtures. The interlocking of aggregates provides the mecha­
nism with which loads are transferred in portland-cement concrete pavements (aggre­
gate interlock);. 

The proportioN of portland cement and aggregates as well as the gradation, strength, 
abrasion, and other characteristics of the aggregates determine the resistance to cracking 
and the supplie<hkid resistance. Tl]e slabs may be reinforced with steel; they may have steel 
reinforced joints (for the proper transfer of loads between slabs; see Fig. 2.5.3) and joint 

· sealants. Continuously reinforCed concrete pavements consist of one continuous slab 
without joints. .. 

· Drainage is a paramount element and the rule of thumb is avoidance of "bathtub" 
design, whereby rainfall or groundwater accumulates in the layers of the pavement struc­
ture. The drainage of water should be rapid; thus certain gradations of materials that supply 
a high proportion of voids and no fines as well as careful·design should be implemented 
(Fig. 2.5.4). The incorporation of drainage in the pavement structure (often neglected) 
increases the initial construction cost,. but it 'can prolon:g the life. of the structure substan­
tially, thereby offsetting the higher initial cost. 



88 Roadway Design Chap.2 

2,5.4 Pavement Design 

Pavement' desT~n.iriCiudes, ~mong':oth:ei·elerqCnt$ .. selection of a pavemerit type (i.e., flex­
ible, rigid, or composite), the design of the concrete mix (i.e., asphalt or portland cement, 
gradation of aggreg.ates, admixtures, etc.), the selection of materials for the soil layers 
below the pavement, arid the thickness of the soil and pavement layers. This process is com­
plex and hard· to define unequivocally because of the multiplicity of engineering and 
nonengineering factors involved. According to AASHTO [2.26], "currently, the most real­
istic pavement type selection process can result by obtaining five to ten mpst nearly optimal 
cost solutions for each pavement type being considered and examining ill,ese options qual­
itatively in the light of [these] factors." For this rea.son AASHTO recommends designing 
pavements with the use of computers. Another reason is that manual application based on 
tables and nomographs is bound to result in multiple approximations that may compromise 
final accuracy. Major factors affecting pavement design include: (I) traffic load, (2) soils, 
(3) environment, and (4) reliability. These are discussed next. 

Traffic load is the most important factor in pavement design because it largely deter­
mines the thickness of the pavement structure. The measurement of traffic load varies 
according to the method utilized. In general, pavements are designed according to the heavy 
vehicle traffic that they are expected to receive. The AASHTO [2.26] method utilizes 18-kip 
ESALs (equivalent single-axle load). All traffic is transformed in equivalent 18,000-lb 
single-axle loads. Large loaded trucks with trailers are estimated to-cause loads the equiv­
alent of which exceeds 1,000 passenger cars. For example, the ESAL factor for passenger 
cars is 0.0008 and for tractor-semitrailers with five or more axles it is 2.3719. 

Other methods utilize the ~nnual average daily traffic (AADT) and the percentage of 
heavy vehicles per category (i.e., single truck, semitrailer, etc.) in the AADT. The major dif­
ftculty with regard to traffic loads is that they need to be forecast over the design life of the 
roadway (i.e., 30 years). Forecast data are partly based on a time series of highway traffic 
data and truck weight station logs. Then growth rates are estimated or assumed to derive the 
future expected traffic. 

Soils on which the roadway structure will be founded are of critical importance. Weak 
and/or unstable soil beds may require extensive soil improvement efforts before placement 
of the pavement structure. Expansive and frost-l;leave susceptible soils are most problem­
atic for the placement of a pavement structure. The major load-bearing property of the 
soilbed considered is the resilient modulus. The resilient modulus of the compacted 
roadbed soil represents the amount of the recoverable deformation at given stress .levels. 
Standardized tests are conducted to determine this property [2.26, 2.28]. 

Environment affects pavements mainly through rainfall and temperature. Rainfall 
penetrating the structure alters the properties of layers and makes the pavement vulnerable 
to loads. Temperature also affects the properties of pavements by generating stresses, cone' 
traction, and ·expansion. The combined effect of the presence of water in the pavement 
layers and low temperatures (i.e.', below the freezing point) creates frost heaving (expan­
sion), and in thawing periods the bearing capacity of a pavement may be greatly reduced 
(e.g., several rural roads in northern states limit the weight per axle during spring to avoid 
excessive pavement damage). Even with good drainage, thawing from the surface down­
ward is most destructive since water from melted ice is trapped by the frozen layers under­
neath. Soils containing fine particles are most susceptible to frost heaving. Thus selection 
of properly graded soils and aggregates can ameliorate most of the frost heaving problem. 

I 
I 
l 
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Reliability analysis of pavement structures accounts for a number of uncertainties 
over tim~. A pavement structure designed with average values has a 50% probability of ful­
filling its required performimce' life. Thus the uncertainty in major design factors such 
as-paveinent structure factors, ~hiCh inclUde traffic loads, roadbed soil factors, climatic 
factors, and pavement condition (i.e., serviceability),_factors must be taken into account. 
Proper. adjustments can be made to the design factors to achieve a desired reliability level 
(i.e., 80 to 99% for most major streets and highways). 

2.5.5 Design Methods 

All or most of the preceding factors are incorporated in the two major pavement thickness 
analysis methodologies which apply to both flexible and rigid pavements: the traditional 
experimental/statistical method of AASHTO [2.26] and the mechanistic/empirical method 
advocated by the Asphalt Institute [2.27) and the Portland Cement Association [2.28]. The 
.former is based on the 2-year extensive real-world pavement testings conducted in the late 
1950s by AASHO (the then acronym of AASHTO) in Ottawa, IL, and the continuous col­
lection of pavement performance data from the nationwide highway system. The method is 
a statistical modeling of the behavior of a large variety of pavements given their specifica­
tions (construction characteristics such as type, materials, thickness, base and subbase, 
etc.), the number of loadings until observable failure, and soil and environmenta] factors. 
The latter method is based on theory (i.e., it assumes that the pavement is a multilayered 
elastic structure on an elastic foundation) and is calibrated to conform to empirical obser­
vations of petformance for a variety of prevailing conditions. 

The selection of the type of pavement (rigid or flexible) is decided on the basis of a 
number offactors, such as economic (i.e., initial and life-cycle costs, availability of funds, 
etc.), local supply and availability of materials, past experience with various pavement 
types, construction considerations, continuity of pavement type, recycling opportunities, 
safety considerations (i.e., friction, contrast, reflectance), competition among industries, 
and local government preference. 

2.5.6 Life-Cycle Economic Analysis 

Life-cycle costs analysis accounts for several cost components, their time of occurrence, the 
design life of the structure, and its salvage value at the end of its design life. The main cost 
components are (I) the initial cost, which includes the land acquisition and all construction 
costs; (2) annual maintenance costs; (3) the designed rehabilitation cost (i.e., resurfacing at 
the tenth and twentieth years of a pavement with a design life of 30 ye\rrs); and (4) user 
costs, which include vehicle operating costs (i.e., fuel consumption, tire wear, mai.!).tenance, 
etc., depend partly on the type and condition of the pavement), the user travel-time cost 
(which becomes a major component during rehabilitation stages when lanes or a segment 
of a roadway facility is closed to traffic), and the traffic accident cost (i.e., accidents attrib­
uted to the pavement's condition, or during construction and rehabilitation periods).· 

There are two widely used evaluation methods that aid in the choice of pavement 
design alternatives: the equivalent uniform anllual cost method and the present worth 
method. In the former method all costs are translated into an equivalent annual cost for each 
year of the life of the structure. Thus annual costs remain unchanged and fixed costs are 
spread over the life of the structure. In the latter method all costs are collapsed to present 
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time, thereby reflecting the total present .time worth of the structure given its design life. 
Chapter 12· .presents various ev.aluatiqn.me-thods in detail. 

The critical dement that allows either ·allocation of costs (uniform spread over all 
tinle points ~.r c0Ilapse ar a single time Point) is the discount rate, which is the difference 
between the prime irlterest rate and the prevailing inflation rate. In other words, the discount 
rate reflects the true cost of borrowirig money. The fluctuations of interest and inflation rates 
tend to counterbalance each other. As a result, the discount rate tends to remain fairly stable 
[2.28]. Consider the following example. 

Paving a road.with portland cement or asphalt concrete in the mid~l990s was esti­
mated to cost the following amounts per mile: 

• Portland-cement concrete: Initial cost = $400,000, annual maintenance = $500, 
30-year life 

• A;phalt concrete: Initial cost = $325,000, resurfacing at the fifteenth year 
$100,000 (present time value), annual maintenance = $1,000, 30-year life 

If the ptime interest and the inflation rate were 7 and 4%, respectively, the corre­
sponding present cost per mile is portland cement = $410,235 and asphalt = $412,627 
(i.e., first inflate by 4% and then discount by 7%). If the prime interest and the inflation 
rate is 14 and 11%, respectively, the corresponding present time cost per mile is portland 
cement = $410, 134 and asphalt = $414,627. (Note: The present worth formulas are given 
in Chapter 12.) 

Thus despite the large difference between the interest and inflation rates in the hypo­
thetical examples, the st<lble (3%) discount rate resulted in nearly identical cost estimates. 
The salvage (remaining) value of the road at the end of its design life (i.e., worth as recy­
clable material or as a secondary facility) should be subtracted from the total cost estimates. 

2.5.7 Pavement Management Systems 

With nearly all of the interstate highway and roadway system complete in the United States, 
the emphasis is being switched from construction to maintenance. The development of a 
pavement management system that originated near the turn of the century has grown 
steadily due to the increased need for pavement maintenance. 

A pavement management system incorporates the coordination o(activities associ­
ated with the design, planning, construction, maintenance, research, and evaluation of pave­
ments. Most of these activities are focused on existing pavements. The system consists of 
three essential elements: (I) surveys related to pavement condition and serviceability and 
compilation of a continuously updated data base; (2) prioritization of needs, alternative 
repair options, evaluation. and decision for action; and (3) implementation procedure~.} 

The condition and serviceability of a pavement as perceived by the user is repre­
sented by its roughness, which is a mea·sure of the irregularities in the pavement surface, 
causing discomfort to the users. Longitudinal, transverse, and horizontal components of 
roughness affect the comfort and safety of users; Roughness is assessed with variouS 
mechanical devices called profilometers. Advanced techniques utilize video imaging, 
radar, sanies, and infrared technologies for assessing surface and structural pavement 
damage [2.29]. 
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The FHWA as well as state agencies are largely responsible for the development of 
·strategies for the prioritization·ofneeds; evaluation, and decision for action. Implemen­
tation involves the so-c_alled.4R procedures (i.e., resurfacing, restoration, rehabilitation, 

·. and reconstruction). Resurfacing is self-explanatory; both asphalt layer on a rigid pave­
-ment or portland-cerrient layer on a-fl~xible pavement are feasible resurfacing options, in, 
addition to asphalt on asphalt and portland cement on portland cement. When resmfacing · 
"asphalt concrete pavements, a layer 1 to'3 in. thick is usually removed before the new sur­
face layer is applied. Restoration includes the removal and replacement of portland­
cement slabs, the patching of potholes, the sealing of cracks, the retrofitting of edge 
support, and various other localized repairs. Rehabilitation is large-scale restoration. It 
includes elements, such as replacement of bridge decks, resurfacing of a substantial seg­
ment of a roadway facility, recycling of materials, and minor sub grade work incidental to 
other repa.irs. Reconstruction is the complete removal of the pavement structure to the 
base layer and the replacement with virgin or recycled materials. Recycling includes the 
removal and crushing of portland-cement slabs and the use of the product as coarse aggre­
gates or stockpile material for bases. In the case of flexible pavements, removed asphalt 
material is used as base material or it is recycled at a hot-mix plant. The overall network 
priorities and scheduling for 4R constitute a major part of pavement management systems 
(PMS) [2.30]. Most modem PMS are implemented as geographic information system 
(GIS) applications (see Chapter 15) [2.31]. 

2.5.8 High Performance Concrete, Superpave, 
and LTPP 

Traditionally pavement design specifications have been based on empirical properties (such 
as "percent of air voids") which had been correlated to pavement performance. A recent 
trend has been the identification of performance-based properties that can be used directly 
to predict pavement performance. 

Performance-based ·specifiCations have been at the center of a major initiative of the 
Federal Highway Administration that was authorized by the Surface Transportation and 
Relocation Act of 1987. Known as the Strategic Highway Research Program (SHRP), this 
5-year $150 million endeavor consisted of four major components: (1) portland-coment 
concrete (PCC) and structures, (2) asphalt, (3) long-term pavement performance (LTPP), 
and ( 4) highway operations. Thus three of the four program efements were directly br indi­
rectly associated with pavements. Upon completion of SHRP; FHWA proceeded with the 
implementation phase in cooperation with industrial partners, several lead states, and uni­
versity-based centers. The implementation phase continues· to yield l)lodifications and 
improvements in the earlier research-prescribed methods and practices. 

High performance PCC. The pavement portion of the PCC component of SHRP 
emphasized high pe•formance PCC [2.32]. The tenn "high performance" in this context 
does not necessarily indicate "high strength." It is, instead, allowed to take a meaning that 
is appiicable to the intended use. Examples of possible applicable critetia include dura­
bility; rapid setting for high early strength, low permeability, and low life-cycle costs. Rapid 
setting is accomplished by ·the use of low water-cement ratios and various additives. In 
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many applications rapid setting is considered highly desirable because it allows the opening 
· of rehabilitated highway segments to the traffic soon after placement. 

. Superpave. The most important element of the asphalt component of SHRP was 
the development 'of a hot-inix superior p~ifdnniizg asphalt pavement known as Superpave 
[2.33]. Three mix design levels requiring increasingly more elaborate procedures have been 
developed. Levell applies to low traffic volinnes (less than 106 ESALs) and is similar to 
traditional volumetric design methods based on empirical performance-related properties 
[2.34, 2.35, 2.36]. Level 2 applies to intermediate traffic loads (between 106 and 107 

ESALs) and builds upon the Ievell design by requiring additional performance-based tests 
and software analyses aimed at predicting pavement perforrhance in terms of predicting 
fatigue cracking, low temperature cracking, and permanent deformation versus time. Level 3 
design applies to high traffic loads (more than 107 ESALs) and involves more comprehen­
sive performance prediction models [2.33l 

Levell design (which is the starting point for the other two levels) basically consists 
of the following steps: 

1. Selection of materials (i.e., asphalt binder and aggregates) 

2. Selection of the design aggregate structure 

3. Evaluation of trial mixes in terms of their volumetric properties 
4. Selection of design mix 

Superpave asphalt binders are referred to as performance grade (PG) binders and are des­
ignated as (PG THiGH- TLow) where THIGH is the average seven-cOnsecutiVe day max­
imum temperature and TLow is the lowest temperature prevailing at the location where 
the pavement is to be constructed. The high temperature is measured at a 20-mm depth, 
whereas the low temperature is measured at the _surface of the pavement layer. The tern..:. 
perature ratings of PG binders are specified in increments of 6'C and are further adjusted 
to account for expected traffic conditions (e.g., slow traffic with frequent stops warrants 

'incrementing the high temperature rating) and traffic levels (in terms of ESALs). A 
variety of binder tests are required to ensure conformance with the selected PG specifi-
cation [2.37]. 1

· 

Aggregate selection is based on characteristics, such as normal maximum size 
(depending on pavement depth), coarse and fine aggregate angularity, toughness, sound­
ness, clay and deleterious material content, dust proportion, and percent of thin elongated 
particles. Aggregate gradation is restricted by specified control points (i.e., percent passing 
specified sieve sizes) and excludes a "restricted zone" containing a portion of firie aggre­
gates thought to cause mix instability leading to pavement rutting, Superpave aggregate 
specifications were established by consensus of expert opinion rather than by research. Sub­
sequent f1eld experience has led to certain disagreements, including the efficacy of the 
restricted zone. 

Trial mixes are compacted with either a specially designed Superpave gyratory com­
pactor or another gyratory compactor meeting certain criteria [2.36]. The mixes are evalu­
ated in accordance to volumetric properties, such as air voids (4% recommended for all 
level 1 designs), voids in the mineralaggregate (VMA), asphalt volume absorbed into the 
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aggregate, asphalt content, voids filled With asphalt (VFA), and density. The number of 
gyrations applied by the compactor depends on the anticipated traffic loads and the max­

. imuln temperature· J:ating. Test·procedures for the moisture susceptibility of the trial mixes 
are included as part of the· design' mix selection process . 

. As stated earlier, level 2 and 3 designs involve additional tests to provide inputs to 
performanCe prediction software. A specially designed Superpave shear test device is used 
to ·subject the samples to loads simulating the compression and shear forces applied by 
vehicle tires to the puvement, whereas an indirect tension creep tester is used to measure 

· low temperature cracking. A setback tq the advanced level procedures occurred during the 
late 1990s when certain critical flaws were discovered in the then existing performance tests 
and predictive computer models [2.38]. 

Long-term pavement performance. The LTPP component of SHRP is an 
extensive effort to extend the understanding of pavement performance and to support 
research by constructing a comprehensive database of field testing and monitoring more 
than 2400 asphalt and PCC test sections throughout the United States and Canada[2.39]. 
Key features for each test location include pavement characteristics, construction 
method, test results, maintenance practices, and so forth. Updated versions of the data­
base, along with data exploration and extraction utilities, are periodically issued on CD.., 
ROM (e.g., [2.40]). . 

2.6 SUMMARY 

In this chapter we reviewed the fundamental kinematic and kinetic equations of particle 
motion and developed the formulas that govern the rectilinear and curvilinear motion of 
single vehicles. Basic models of human factors were then introduced to illustrate how driver 
responses to stimuli in the driving environment can be incorporated into highway design. 
The factors examined included driver perception-reaction, visual acuity, and responses to 
laterally placed objects. Perception-reaction was shown to affect the total distance covered 
by a stopping vehicle and the presence of "dilemma zones" at signalized intersections. Lat­
erally located objects create a tendency ·for the driver to slow down and to steer the vehicle 
away from them even when the vehicle is not on a collision course with the objects. 

The basic aspects of geometric design, that is, the proportioning of the visible 
elements of fixed facilities, were covered next. The .elements described included cross­
section design, horizontal alignment, superelevation, vertical alignment, and channe1-
ization. To ensure safe operation, driver needs were shown to be met through the 
provision of adequate stopping and passing sight distances and by the proper selection 
and placement of channelization treatments, such as pavement markings, elongated and 
triangular islands, and medians as well as traffic calming. Ve,hicle characteristics ·are 
reflected in the selection of appropriate design vehicles. Human and design factors are 
summarized in Table 2.6.1. 

. · Fundamental principles of pavement structures and design, including Superpave, as 
Well as elements of economic analysis for fl~xible and rigid pavements were presented. 
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TABLE .2.6."1 Summary of Human .arid .Des.ign Factors 

Cau,.,e/Fact 

Perception reaction. time-

factors 

Effect 

Usefult:irne is lost in t.Titical 

situations 

Elements of interest 

Delayed undettaki:ng of 
corrective action 

Ambiguity in deo-hio11 making Driver in dilemma zone Any action will compromise 
safety (proper selection of 
duration of amber) 

Acuity of vision Potential inability lo perceive 
conditions correctly 

Instinctive fear or insecurity Reduction of speed or positioning 
at a longer distance from hllzard 
{lf vehicle ahead 

May result in poor judgment 
(wrong information fed to brain) 

Lateral displacement; car­
following behavior 

Fatigue, intoxlcatkm, or other 
impairment 

Inability to perceive conditions 
CO!Tectly and react in a timely 

manner 

May result in poor judgment 
(body or brain incapable of 
functioning properly) 

Cause/Fact 

Must stop 

Must be able to see 
ahead 

Driv'er and vehicle must 
be able to follow 
roadway comfortably 

Lack of proper 
channelization 

Etfect 

Discomfort if abrupt or 
danger if not ~uccessful 

Safe navigation of 
vehicle 

Vehicle under driver's 
controi; comfortable and 
safe ride when speed 
limits are observed 

ConfuSion and failure to 
follow proper parhs 

factors 

Element of interest 

Stopping distance 

Sight distance 

Maximum slopes; 
minimum radii; 
superelevation; design 
speed; speed limit 

Inefficient service 
process; at:cident 
occurrence 

EXERCISES 

Critical unit 

Bus with standing 
passengers pi us wet 
conditions 

Sight distance ?.: 

-stopping distance 

Heavy vehicle; wet 

conditions; conservative 
height of eyes and 
headlights 

Potential conflicts; 
volumes; available space 
and resources 

1. Given _the acceleration pattern shown in Fig. E2. J., (a) derive and plot the relationship between 
speed and time and (b) calculate the total distance traveled during the 20-s interval. At t = 0 the 
vehicle w'as traveling at 12 niilh. 

2. ·The driver of a cartraveling up a 2% grade at an initial speed V0 applied the brakes abruptly and 
th(! -~·chicle slid to a complete stop at an average deceleration of 8 ft/s 2

• Was the pavement wet 
.or dry? 

3. At timet = 0 two persons entered the elevator of the tower shown in Fig. E2.3. The first person 
rode to the restaurant level. The second persqn went to the observation deck. Plot the time-elevation 
and the velocity...:.elevation diagra-ms for each of the two persons considering--that--the ele~ator 
started up 3 s after they entered, made no intermediate stops between the ground and the restau­
rant levels, and stayed for 6 sat the restaurant level. The elevator manufacturer's brochure provides 
the follO\ving techriological specifications: acceleration is 5 ft/s 2

: deceleration is 4 ft/s 2
; and ma?t­

imum cruising velocity is 20 ft/s, 
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4. A rapid-transjt system uses a tubular guideway in which a close-fitting vehicle is propelled by a 
pressure difference between the front and rear cross-sectional areas [Fig. E2.4(a)]. At departure 
time t0 the pressure difference ? 2 - P1 is instantaneously raised from zero to some initial level 
and the vehicle accelerates forward. The pressure difference is then decreased until it reaches 
zero and the vehicle attains its cruising velocity, which is sustained until the vehicle begins its 
deceleration tow'ard the'next station [Fig. E2.4(b)]. Neglecting friction, (a) express acceleration, 
velocity, and distance traveled as functions of time and (b) sketch the relationship between ve­
locity and time for the movement between two stations I mi apart. Use the following data: 

A = cross.osection area of the vehicle = 100.ft2 

W = vehicle weight = 40,000 lb 

"' = l 00 lb/ft
2 

~ = 3.33 lb/ft2-s 
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(a) 

AP ~ a - ~(t - t0) 

AP ~- ~(t- t2) 

(b) 

FigureE2.4 

5. A car collided with a telephone pole and left 20-ft skjd marks on the dry pavement Based on the 
damages sustained, an: engineer estimated that the speed at collision was 15 rnilh. If the roadway 
had a + 3% grade, calculate the speed of the car at the onset of skidding. 

6. A large rock became visible to a driver at a distance of 175 ft. Assuming a perception-reaction 
time of0.8 s, an initial speed of 42 milh, a coefficient of friction equal to 0.5, and a level roadway, 
calculate the speed at impact 

7. Plot the relationship between the approach speed v and the length of the dilemma zone for the fol­
lowing data: a2 = 0.5g, &2 = 1.0 s, w = 65 ft, L = 15 ft, and 1' = 4.5 s. To help you interpret this 
plot, draw another diagram in which the v versus xc and the v versus Xo relationships are superposed. 

8. Assuming a comfortable deceleration of 8 ft/s2
, an intersection width of 42ft, a perception-reaction 

time of0~9 s, and a vehicle length of 18ft, plot 'rmin versus approach speed v0. At what speed does 
'Tmin attain a minimum? What is that minimum? 

9. Prepare a computer program for the general case of Exercise 8. Run your program several times 
and plot the results. 

10. A driver with 20/40 vision and a sixth-grilde education needs 2 s to read a directional sign. The 
letter size is such that the sign can be read by a person ·with 20/20 vision from a distance of 
200ft. Does the subject driver have enough time to read the sign at a speed of 30 mi/h? 

11. The street name sizes on the signs- at a certain location c~n be discerned by a person with 20/40 
vision from a. distance of 300ft. How much larger should the street names be in order to be leg­
ible to a person with 20/50 vision from a distance of 450ft? 
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12~ A witness with 20/60 vis'iori supplied to the investigating officer the license plate number of a 
vehicle'involved·in a hit-and~ron accident If under the conditions that prevailed at the time of the 
'accident a license Plate can be r'ead by a'person with 20/20 visiOn from a distance of 180ft, what 

·. is the maxim~m distrulce for which the witness's testimony can be relied upon? 

13. · Vehicles A and B are traveling toward each other in opposing lanes on a straight segment of a t\Vo­
lane highway at 35 and 40 milh, respectively. If the criiical rates of angular change of the two 
drivers are 0.0065 and 0.0055 radis, determirie (a) which·driver will be the first to displace later­
ally and (b) the longitudinal distance between vehicles when the displacement will occur. Assume 
that the lateral separation between the two vehicles is 6 ft. 

14. Inside a tunnel the distance between the drivers and the curb is 10ft. Assuming that the drivers 
fix their eyes on the curb at an angle of 2°, calculate the appropriate speed limit for a critical 
angular rate of change of 0.005 rad/s. 

15. How fai to the side of the drivers of ExerCise 14 should the curb be to allow a speed of 45 mi/h? 

16. What is the maximum allowable degree of curve (arc definition) for a two~ lane highway if emax = 

0.08,,{, ~ 0.12, and the design speed is 50 mi/h? 

17. A simple highway curve is planned to connect two horizontal tangents that intersect at sta. 
2500 + 00.00 at an external angle of 52°. For a design speed of 60 mi/h and a curve radius 
of about 1.25 times the minimum allowable, calculate (a) the design rate of superelevation 
and (b) the required length of superelevation runoff. Assume a fourNlane undivided highway and 
10-ft lanes. Clearly state any other assumptions that you think are needed. 

18. Sketch the plan view and the longitudinal profile of your curve design (Exercise 17) assuming a 
normal crown of 0.02 ft/ft and pavement rotation about the centerline. 

19. A sight obstructiOn is located at a distance of20 ft from the center of the inside lane of a highway 
that prescribes a circular curve (Fig. 2.4.14). If the degree of curve fof the centerline of the inside 
lane is 15°, calculate (a) the curve's radius and (b) the available horizontal sight distance. Does 
the computed sight distance meet the AASHTO stopping criterion for a speed of 35 mi/h? 

20. A 2000-ft vertical curve connects a + 3% grade to a -5% grade. If the vertical tangents intersect 
at sta. 52+ 60.55 and elevation 877.62 ft, calculate the elevations at the VPC, VPT, high point, 
and sta. 54 + 00. 

21. A -4% grade and a 0% grade meeting at sta. 24 + 40.00 and elevation 2421.54 ft are joined by 
an 800-ft vertical curve. The curve passes under an overpass at sta. 25 + 00.00. If the lowest ele­
vation of the overpass is. t439.93 ft, calculate the availa.ble clearance. 

22. A +2% grade meets a +6% grade at sta. 10 + 30.00 and elevation 168.21 ft. For a design speed 
of 55 mi/h, find the minimum length of vertical curve that satisfies the 1984 AASHTO stopping 
sight ~distarice criterion. Also, calculate the elevation of the middle point of this cUrve. 

23. Calculate the available passing sight distance on a 2000~ft vertical curve with G1 = + 5% and 
0 2 = -2% for (a).the pre-1984 and (b) the post-1984 oncoming vehicle and driver eye heights. 

24. Prepare a computer program that, given the station location and e-levation of the intersection of 
two vertical grades and the required sight distance, calculates (a) the minimum length of vertical 
curve, (b) the station location and elevation of the VPC ·and the VPT, and (c) the curve elevation 
of any specified intermediate point. 
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Traffic Stream Flow Models 

3.1 INTRODUCTION 

Chapter 2 was concerned primarily with the motion of a single vehicle. From the resulting 
equations of motion the basic geometric design formulas for highways were derived and 
their application was illustrated. Occasionally single vehicles traverse the transportation 
facilities without significant interference from other vehicles. But the same facilities also 
experience simultaneous usage by streams of vehicles. The resulting traffic conditions 
range from almost free flow when only a few relatively unconstrained vehicles occupy a 
roadway to highly congested conditions when the roadway is jammed with slow-moving 
vehicles. In this chapter we examine the consequences of vehicular interactions. The equa­
tions developed in Chapter 2 are used to formulate a general model of a vehicular stream 
for the simple case of identically scheduled vehicles on an exclusive right-of-way. This 
model is then extended to the case of highway traffic. where considerable variability pre­
vails. The determinant of these traffic-flow models is the car-following rule adopted by 
drivers in an attempt to ma~imize their speeds while maintaining an acceptable level of 
safety. They accomplish this by adjusting the distance between vehicles, depending on their 
speed. The basic variables that describe the prevailing conditions within a vehicular stream 
(i.e., flow, concentration, and mean speed) are introduced, and the fundamental relationship 
between the three stream variables is postulated and applied to several traffic phenomena, 
including the propagation of shock waves in traffic. 

3.2 VEHICULAR STREAM MODELS 

3.2.1 Vehicular Following 

Consider the case of vehicles following each other on a long stretch of roadway or 
guideway. Furthennore, assume that these vehicles are not fequired to interrupt their motion 
for reasons that are external to the traffic stream, such as traffic lights, transit stations, and 
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the like. In this case of uninterruptelif/ow the only interference that a single vehicle expe­
rien,9eS is caused by other vehicles on the roadway. Figure 3.2.1 shows two typical stream 
vehicles traveling at a speed v and a spacing s between the front of the leading vehicle to 

·the front of the following vehicle. As a general rule the spacing between vehicles should be 
such ihat if a sudden deceleration becomes necessary for a leading vehicle, the following 
vehicle ·has ample time and distance to perceive the situation, react to it, and be able to 
decelerate .safely without colliding with the stopping, leading vehicle. A similar rule was 
applied in Chapter 2 to compute the necessary safe stopping distance that served as a crite~ 
rion for the proper geometric design of roadways. 

Figure 3.2.l(a) shows the locations of the leading and following vehicles described 
earlier at the moment when the leading vehicle begins to decelerate, and Fig. 3.2.1 (b) shows 
the limiting acceptable conditions at the end of the stopping maneuver of the following 
vehicle. Parenthetically, the term vehicle may be taken to mean a vehicular train consisting 
of a number of articulated vehicles rather than a single vehicle. Using the following notation, 
a relationship among spacing, speed, and deceleration (assumed constant) can be developed: 

v initial speed of the two vehicles 

d1 deceleration rate of the leading vehicle 

d1 deceleration rate of the following vehicle 

0 perception-reaction time of the following vehicle 

X0 safety margin after stop 

L length of vehicle 

N number of vehicles in a train (if applicable) 

Under constant deceleration the braking distance of the leading vehicle is 

v' 
x, = 2d 

I 

(3.2.1) 

Including perception-reaction, the total distance that would be covered by the responding 
following vehicle is 

v2 
x=vS+--­
f 2df 

(3.2.2) 

In terms of the initial spacing s, the length of the vehicular unit (NL), and the safety margin X0 , 

XJ = s + XI - NL - xo 

Substituting Eqs. 3.2.1 and 3.2.2 in Eq. 3.2.3 and solving for s gives 

(3.2.3) 

(3.2.4) 

Thus, given the speed of nmmal operation of the system and the other performance param­
eters, it is possible to compute the necessary spacing so that the following vehicle will just 
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Direction of travel 

f--L" .. -~l.,. ____ Spacing S ----"'"! 

(a) Location of two vehicles at the beginning of the leading vehicle's deceleration 

:----~ 

I 1 I 
L ___ _! 

-- vO ---T--.. -- - ------

(b) Distances traveled 

Figure 3.2.1 Vehicle following concept. 

be able to avoid a co11ision by anticipating a potential stopping maneuver by the vehicle 
ahead. The application of this equation to a specific system requires the specification of the 
anticipated deceleration of the leading vehicle and the desired deceleration of the following 
vehicle. The combined choice of particular values for these variables has some important 
implications with respect to the level of safety provided by the system's operation. 

3.2.2 Safety Considerations 

Three particular values of deceleration are relevant to the operation's safety level [3.1]: 

dn = normal or comfortable deceleration 

de = emergency deceleration 

O"J = "instantaneous" or "stonewall" stop 

Normal deceleration is related .to passenger comfort as discussed in Chapter 2. The instan­
taneous stop condition may arise wh~n an accident or a stalled vehicle or other obstruction 
suddenly comes within the perception field of the subject vehicle. 

The safest level of operation occurs when the spacing between vehicles is such tha't 
the following vehicle can safely stop by applying normal deceleration even when the 
leading vehicle comes to a stonewall stop. A lower level of safety results when the 
spacing is selected so that the following vehicle would have to apply an emergency brake 
rather than normal deceleration in order to avoid a collision. The combinations of leading 

'I 
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and fm1:ltlh~n:g 'v.ehicle decelerations that ,designate various safety regimes-are shown in 
:fable 3.21. 

"TABL!E '3.2..1 ·safety f!.egim:e De-finitions 

Regime 

a 
b 
c 
d 
e 

Deceleration ,Ql-f 
le:i.ding vehic'le 

Deoeleratiora of 
followin,g vehiCle 

dl = dj 
(no braking) 

d, 
d, 
d, 

. Note: Ford~ < 2d,., regime c .is safer than regime b. 
Source: V:uchiC-'[3.J}. -

Figure 3 .1.2 p'l"ts spacing ver>'lls speed (Eq. 3 .2.4) ror the four safety regimes corre­
sponding to the values inserted in the figure. Also included in Fig. 3.2.2 is the limiting case 
of a hypothetical continuous train, which is as~uffied to operate at any con.stant speed 
without ever having to .decelerate [3 .1]. The figure clearly shows that the higher the level of 
safety is, the h\gherthe required spacing will be just to avoid .a collision~ On this basis alone 
it ~ould seem Teasonable to choose the safest level of ·operation. H.~ever~ by inc11easing 
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. . the level of safety, the capacity of the system (i.e., the maximum number of vehicles or pas­
sengers that can be accomrriodated during a given period of time} suffers, Conseq,Nently a 
trade-o.ffbetween safety ~ndcapacity e~ists. 

3.3 STREAM VARIABLES 

3.3.1 Spacing and Concentration 

Consider the uniform operation described in the preceding section and assume that a single 
photograph ofia roadway segment is taken at an instant of time. The photograph would show 
a number of equally spaced vehicles along the roadway segment. The ratio of the number 
of vehicles appearing on the photograph to the length of the roadway segment is defined as 
the concentration k of the vehicular stream. This is an instantaneous measurement taken at 
the instant when the photograph was taken. Since the operation of the system described here 
is uniform (i.e., constant spacing and operating speed). the numerical value of conCentra­
tion obtained at any instant of time en any segment of roadway will be the same. However, 
if the spacings and speeds of the vehicles that make up the stream are not equal, as is the 
case with the typical operation of highways, the value of concentration can vary with time 
and also differ from one location to another at the same time. The dimensions of concen­
tration (which is often referred to as density) are given in terms of vehicles per length of 
roadway, for example, vehicles per ntile (orveh/mi). The relationship between spacing (or 
average spacing when not constant) and concentration is 

I 
s=-

k 
(3.3.1) 

3.3.2 Headway and Flow 

Consider a stationary observer next to the roadway. Vehicles pass the observer's location one 
after another at intervals of time defined as the headways between vehicles and denoted by the 
Jetter h. In the simple example described earlier the headway between vehicles is constant and 
can be computed by dividing the constant spacing by the constant speed of system operation. It 
is not too difficult, however, to imagine a situation, such as highway traffic, where the measured 
headway between subsequent vehicles varies. In either case, during a period of observation T, 
the observer would count a number of headways, each corresponding to an individual vehicle in 
relation to its leader, the sum of which equals the total time of observation T, The number of 
vehicles counted at the point of observation divided by the total observation time is defined as 
the streamflow 1j (sometimes referred to as volume V) and measured in vehicles per unit time, 
for example, vehicles per hour (vehlh). Flow is a measurement at a point on the roadway over 
time. The relationship between headway (or average headway when not constant) and flow is 

(3.3.2) 

3.3.3 Average or Mean Speed 

The third basic measurement of traffic is that of average, or mean, speed. In the case of 
the uniform vehicular stream described previously, all vehicles were assumed to operate 
at the same speed v. Therefore the average speed of any group of vehicles in the stream 
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is also equal to v. This is not always the case, however. In a typical highway situation, for 
exaf!lple, vehicles are traveling.at different speeds, which they adjust as they traverse the 
highway. The problem of when, ·where, and how to take speed measurements that are rep­
resentative of the traffic stream is not trivial [3.2]. For example, the speeds of successive 
vehicles may be taken at a single point of the roadway over a. long period of time. These 
speeds are also known as spot speeds. Alternatively, the speeds of all the vehicles occu­
pying a length of highway may be taken at the same instant. Also, by taking two aerial 
photographs of the highway separated by a small interval of time, the speed of each 
vehicle may be calculated by dividing the distance '.traveled by that time intervaL The 
method by which the speed measurements are taken and the way in which their average 
is computed affect the results and ihterpretation of this quant.ity. Two common ways of 
computing the average, or mean, speed are the time mean speed and the space mean 
speed. The time mean speed u1 is the arithmetic average of the spot speeds just defined~ 
that is, 

j N 
ur = ~ '2:, vi 

N, 
(3.33) 

where N is the number of observed vehicles and v, is the spot speed of the ith vehicle. 
The space mean speed is calculated on the basis of the average trave-l time it 

takes N vehicles to traverse a length of roadway D. The ith vehicle traveling at speed v, 
will take 

D 
l; =­

v, 

seconds to cover the distance D. Thus the average travel time for N vehicles will be 

I N D 
lave = -N- L -

! V; 

(3.3.4) 

(3.3.5) 

and the average speed based. on the average travel time (i.e., the space mean speed) is the 
harmonic average of the sp?t speeds, or 

I u =-~-·--
s } N 1 

-2:-
N ' vi 

(3.3.6) 

The two average speeds. may be calculated alternatively by 

N 

2: llx, 
u =-L~ 
' N llt 

(3.3.7) 

and 

Ndx 
Us= ~,N-- (3.3.8) 

Ldt; 
l 
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where 

Ll.x, distance traveled by !he ith vehicle during a fixed time interval Ll. t 

and Ll.t( time taken by the ith vehicle to cover fixed distance Ll.x [3.3, 3.4] 

There are, of course, many other ways to take speed measurements and averages. 
However, for the purposes of this book it suffices to state that the space mean speed (and 
not the time mean speed) is the proper stream speed average needed in this chapter's math­
ematical models. 

~x3.mple3.1 

The spot speeds of four vehicles were observed to be 30, 40, 50, and 60 ft/s, respectively. Com­
pute the time mean speed and the space mean speed. 

S,olution The time mean speed is the arithmetic average of the spot speeds, or 

30+40+50+60 
- ---·-·--·- ~ 45 tt/s 

4 

On the other hand, the space mean speed is the harmonic average. Equation 3.3.6 yields 

us = 42.1 ft/s 

Discussion The same results may be obtained by applying Eq. 3.3.7 (with, say, b..t = 1 s) and 
Eq. 3.3.8 (with h.x = 1ft). The time mean speed is greater than the space mean speed. This is 
always the case bec.ause of the relative contribution to each average of slow"- and fast-moving 
vehicles, 

3.3.4 lime-Distance Diagrams of Flow 

The vehicular variables (e.g., spacing, headway, and vehicle speed) and stream variables (e.g., 
flow, concentration, and mean speed) just described can be clearly illustrated via a time­
distance diagram of the trajectories of the vehicles constituting a traffic stream. Figure 3.3.1 
is such a diagram for the simple case of unifornaly operated vehicles represented as particles. 
Since in this case the speed of the vehicles is constant, the time-distance plot for each vehicle 
is simply a straight line, the slope of which, dx/dt, equals the speed, v. A point on a plot rep­
resents the location of the svbject vehicle at the corresponding instant of time. A horizontal 
line (e.g., line AA) intersects a number of time-distance lines and the (time) difference 
between pairs of vehicles along the horizontal line is the headway between those vehicles. 
Also, this horizontal line represents a-stationary observer whose location does not change with 
time. The number of vehicles that the observer would be able to count over a period of obser­
vation Tis equal to the number of times the horizontal line AA intersects a vehicle time­
distance line: The higher the number of vehicles that are counted during time T, the higher the 
stream flow will be. 

A vertical line (BB) represents the conditions prevailing at a given instant. The dif­
ference between subsequent vehicles is the spacing between vehicles. Also, line BB repre­
sents an aerial photograph of the stream at that instant: The number of time-distance lines 
that are intersected by line BB corresponds to the number of vehicles that would appear on 
a photograph of the roadway segment shown. The smallor the number of such vehicles is, 
the lower the stream concentration will be. 
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Slope = dx = speed 
dt . 

Spacing 

' 
Head~!"~ 

B 

B 
Time, t 

Figure 3.3.1 Time-distance diagram: uniform flow. 
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A 
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The problem of determining a representative measure of mean speed becomes clearer 
when viewing the time-distance diagram of the stream. One Way to average the speeds of 
vehicles in the stream is to measure their speeds as they pass a given location (i.e., the slopes 
of the time-distance lines as they cross line AA), the speeds of all vehicles in the stream at 
an instant (i.e., the slopes of time-distance lines as they cross line BB), the speeds computed 
for a small interval of time (AI) over the length of the highway, the speeds computed for a 
small interval of distance (.lx)-over a long periodoftime1 or even by computing the average 
speed for each vehicle over the entire length of roadway and averaging that. This may seem 
irrelevant in the case of uniformly scheduled vehicles shown in Fig. 3.3.1 because all the 
·vehicles are assumed to maintain the same speed throughout their movement. But in cases 
Of nonunifonn operations the problem beco~es clear. The-reader is encouraged to consider 
the differences obtained by computing the alternate speed averages just described for the 
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typical highway traffic time-distance diagram illustrated by Fig. 3.3.2, which represents a 
stream of vehicles on the curb lane of a highway in Columbus, OH [3.5]. The data shown 
were collected by aerial photogramrnetry from a helicdptert1ying above the highway. The 
extent of any vertical line BB on the diagram is the range within the view of the camera at 
the corresponding instant. Any such line shows a great amount of variability in spacings at 
and between instants and at various locations. The slopes of the vehicle time-distance dia­
grams change, indicating speed changes, and the concentration of vehicles is seen to exhibit 

,I 



Part 1 Design and Operation 109 

great variability, higher when and where the lines are densely packed and lower when and 
where they are sparsely packed. It is· interesting to note that concentration is highest at 
points where the speeds are !he. lowest. This phenomenon is eminently reasonable: Wben 
the speeds are low, ihe safe spacing selected by individual drivers is shorter leading to 
higher concentrations. The effect of this relationship on stream flow is not as obvious. 

3.4 VEHICULAR STREAM EQUATIONS AND DIAGRAMS 

3.4.1 The Fundamental Equation of a 
Vehicular Stream 

If two vehicles are traveling at a spacings and speed u, the headway between them is simply 
h = slu. Substituting Eqs. 3.3.1 and 3.3.2 in this relationship leads to the fundamental equa­
tion describing a traffic stream: 

q = uk (3.4.1) 

Note that the units balance to vehicles per hour on both sides of this equation. which rep­
resents a three-dimensional relationship between the basic vehicular stream variables: flow, 
mean speed, and concentration. It is of the utmost importance to realize that the three vari­
ables vary simultaneously. Consequently it would generally be incorrect to attempt to com­
pute the value of one of the three variables by varying another while holding the third 
constant. As shown earlier, when speed is increased, the safe spacing between vehicles also 
increases, causing the concentration to decrease. According to Eq. 3.4.1, the resulting flow 
is given by the product of a higher speed times a lower concentration. Hence the flow may 
increase, decrease, or remain the same, depending. ;on the relative magnitudes of these two 
opposing effects. 

To gain a clearer understanding of this phenomenon, consider the two-dimensional 
projections of Eq. 3.4.1 on the u-k, u-q. and q-k planes, first forthe simple case of uniform 
flow and then for the more complex case of highway traffic. 

3.4.2 The Case of Uniform Flow 

Substituting Eq. 3.3.1 into Eq. 3.2.4, solving fork in terms of u, and adjusting the units of 
concentration to vehicles per mile leads to 

l 
k = f(u) = --cc----"oc---

u2 ,; 
u8+---+NL+x 

2df 2dl 
0 

(3.4.2) 

This equation is plotted -in Fig. 3.4.1 with k on the abscissa and u on the ordinate for the 
values that are inserted in the figure and for four of the five safety regimens discussed ear­
lier, incluiling the limiting case of the hypothetical continuous train. Excepting the hypo­
thetical case. the relationship between speed and concentration is seen to be monotonically 
decreasing as should be expected: The higher the speed is, the lqnger the required spacing 
is, and consequently the lower the concentration will be. The conditions around very low 
concentration and very high speed are referred to as free-flow conditions and .the maximum 
speed at zero concentration is known as free-flow speed u1. Although Eq. 3 .4.2 shows speed 
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to approach infinity asymptotically as concentration approaches zero, for all practical pur­
poses there exists a maximnm speed (see dashed line), which depends on the technological 
characteristics of the system. 

In view of Eq. 3.4.1 multiplication of both sides of Eq. 3.4.2 by the mean speed u 
leads to 

u q = ~---·~---~~-----
u2 uz 

uo+---+NL+x 
2d1 2d1 " 

(3.4.3) 

Figure 3.4.2 shows the plots of this relationship for each of the four safety regimes. The 
units of q have been converted to vehicles per hour. For each value of u, each of the curves 
shown represents the flow that is attainable if the spacing is kept just long enough to-avoid 
a collision in accordance with the conesponding safety regime. Stream operations between 
the curves, that is, at safety levels along the continuum from one safety regime cutoff point 
to another, are quite possible. In other words, if viewed alone, each of the four curves out­
lines an area of operation in terms of q and u that offers a level of safety equal to or better 
than the safety regime represented. 

Each curve indicates zero flow at zero speed, meaning that since rio vehicle is 
moving. zero vehicles per unit time flow by a point on the facility. At the high-speed end 
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the flow exhibits a decline because of the increasingly longer spacing requirements for safe 
operation. The mdximurnjlow (qm~l shown on each curve is the capacity of the roadway 
or guideway at the specified safety regime. The units of capacity are the same as the units 

_ of flow, that is, vehiCles per unit time and not simply vehicles. Capacity occurs at an inter­
mediate speed um and not at maximum (i.e., free) flow: Up to um, increaSing speed corre­
sponds to increasing flow; beyorid um, increasing speed is associated with decreasing flow. 
Hence in this range a trade-off exists between speed and flow: Higher speeds can be attained 
only by sacrificing the throughput capability of the highway or guideway. 

Finally, the relationship between flow and concentration can be examined by solving 
Eq. 3.4.2 for u in terms of k and multiplying both sides by k to obtain 

q = k u(k) (3.4.4) 

Figure 3.4.3 shows a typical plot of this relationship for safety regime b as described 
before and, for the sake of discussion, the hypothetical train as well. The free-flow end of 
Fig. 3.4.3 (i.e., low flow and low concentration) corresponds to the high-speed end of 
Figs: 3.4.1 and 3.4.2. At the other end of the diagram concentration attains its maximum 
value, the flow is zero, and the speed is also zero. In other words, the roadway or guideway 
is occupied by as many vehicles as it can hold, but no vehicle is moving. Hence no flow is 
developed. These conditions correspond to a traffic jam, where maximum "packing" of sta" 
tionary vehicles occurs. The. value of concentration at that end is denoted by the jam con­
centration kj. Again, maximum flow or capacity'occurs at intermediate values of speed um 
and concentration km. 
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The horizontal line AA in Fig. 3.4.3 intersects the q-k curve at two points. Although 
the flow is the.same at these points, the concentration is different. Also, the speeds corre­
sponding to these two points are different (see Figs. 3.4.1 and 3.4.2). Point 1 represents con­
ditions that are closer to free flow, whereas point z· represents conditions that are more 
congested. If a straight line is drawn from the origin to a point on the q-k curve, the slope 
of this line is simply equal to q I k, which according to Eq. 3.4.1, is equal to the mean speed 
u. Therefore it is possible to specify the numerical values of the three basic stream variables 
(q, k, andu) by using only one of the three diagrams. It is customary (especially in highway 
traffic analysis) to use the q-k diagram for this purpose. 

Figure 3.4.4 shows a q-k curve for some safety regime, say b. As discussed earlier, 
operating conditions that do not lie exactly on the curve are quite possible. For example, all 
poin.ts associated with safety regime d lie above the reginie b curVe shown. Thus it is the 
desfredlevel ofsafety that fixes the q, k, and u points.o.D.a particular curve and not the phys­
ical capabilities of the system. Consider, for example, the limiting hypothetical case of a 
Cqntinuous train that operates on .. £L~lQ§~d loop_.gt a constant speed u and that is never 
required to decelerate [3.1]. In this-case considerations of safe stopping are not relevant. 
Theoretically the concentration of the continuous train can be kept at jammed conditions 
on the track. Point C represents a stationary traiTI" at jruu concentration, zero flow, and zero 
speed. If the train is operated ·at some constant speed u, its concentration remains at jam · 
concentration, but the flow becomes.finite (see point D, Fig. 3.4.4). If the operating speed 
is higher, as exemplified by the slope of line BE, the conditions associated with point E 



Part 1 Design and-Operation 

q 

"Race-track" 
conditions "'\_ 

Slope"" 
maximum 

speed 

E 

Hypothetical 
- continuous 

train 

113 

Figure 3.4.4 Flow ~nterpretations. 

result. Thus the veriicalline at jam concentration represents this hypothetical case. Clearly 
it is physically impossible to operate the system at any of the conditions shown to the right 
of this line. 

Now consider line AB. The slope of this line represents a high speed. This line would 
represen_t situations where the s.~me high speed can be rnaint~ined at all values of coricen­
tratiOn, a situation that is approached in the case of car racing: Irrespective of cOncentra­
tion, the speeds that race-track drivers sustain are verybigh. Of course, in the case of car 
racing the predominant consideration is not safety ql:l_t speed. 

Points below this race-track line are also attainable. Thlis for a given transportation 
technology, triangle ABC encloses the area on the q-k plane within which it is physically 
possible to operate the system. Wrthin this triangle, the conditions described by points 
below as well as above the q-k curve shown are physically possible. Even points lying on 
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the k~axis may be given a physical interpretation. For example, point H may represent a 
· · sparSely occupied parking lane at coricentrati6n below jammed conditions, zero speed, and 

zero flow. But in this case speed (i.e.,getting to a destination as quickly as possible) is not 
important! · 

What gives rise to the q-k curve shown within the region ABC in a typical travel sit­
uation is the trade-o'ff between a desire to get to one's destination as quickly as possible (i.e., 
maximize speed) on one hand and getting there safely (as reflected by the preferred safety 

·regime) on the other. 

3.4.3 The Case of Highway Traffic Flow 

The case of uniform flow considered earlier approximates the operation of a uniformly 
scheduled transit service on an exclusive right-of-way, where the decisions relating to the 
trade-off between safety and speed that give rise to the typical q-k diagram (see Fig. 3.4.3) 
are made explicitly by the operator of the system. ln the case of highway traffic, drivers 
make their own decisions regarding this trade-off. Some drivers keep close to the car in 
front of them and try to increase their speeds when possible, whereas others keep unusually 
long spacings by stressing safety more than speed [3.6]. ln addition, highway vehicles are 
not identical but exhibit a great amount of variability· in size and technological attributes. 
The upshot of all these individual differences is a statistical clustering of points repre­
senting the stream conditions around a curve similar in shape to that shown on Fig. 3.4.3, 
and the stream diagrams and equations are typically estimated by statistical methods. This 
difference not withstanding, the flow diagra!I)S of highway traffic exhibit the same general 
form and are subject to the same kind ofinlerpretation as those developed for the simple 
case of uniformly scheduled rapid transit. 

Figure 3.4.5 illustrates the general form of the u-k, u-q, and q..:k diagrams corre­
sponding to highway flow. The u-k relationship is monotonically decreasing, reflecting the 
rule that drivers follow on the average as they follow one another. The rule of the road sug­
gested by many city traffic ordinances of keeping a distance of one car length for each l 0-
mi/h increment of speed is but one such car-following rule. The q-u and q-k relationships 
are "backward bending" as before, with maximum flow occurring at an intermediate speed 
u

111 
and concentration km. Typically, given the u-k relationship, it is possible to estimate the 

other two relationships by following the procedure that was applied earlier for the ease of ·1 
uniformly scheduled transit. • 

Example 3.2 

Assume that drivers in fact follow the rule of the road of keeping .a gap of one car length (L) 
for each 10-mi/h increment of speed. Assumillg a car length of 20ft, develop the equations of 
stream now and draw the u-k, q-u, and q-k diagrams. 

Sol~tioil According to the rule of the road, the safe spacing is a function of speed; or 

~ ~ L + ({0)L ~ ~05;8~" milveh 

Applying Eq. 3.3.1 tu find the implied k-u relationShip yields 

1 2640 ' 
k = = -- vehlmi 

s 10 + u 
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Figure 3.4.5 Flow curves. 

!Ok + uk ~ 2640 

But according to Eq. 3.4.1, q = uk. Thus the relationship between,q and k becomes 

q ~ 2640 - !Ok veh/h 

Finally, expressing this equation in tenus of u rather thank yields 

26,400 
q ~ 2640 - ---~ 

10 + u 

The three diagrams of flow are shown in Fig. 3.4.6. 

115 

Discussion The u-k diagram has the expected general shape, showing a monotonically 
decreasing function. Note that the shaded area equals the product q = uk. The q--=.lf and q-k 
diagrams, however, seem to deviate from the expected "backward bending'' shape illu'sw 
trated by the dashed line on the q-k diagram. In view of the observed conditions on actual 
facilities this implies that the rule of the road becomes unrealistic for low concentrations 
arid high speeds. In_ fact, the equations just developed a!!ow vehicles to travel at very high 
speeds, Which is unrealistjc. 'In other words; if the dashed line represents realistic condi­
tions, it may be said that the rule of the road is a linear approxirrlition of the stream condi­
tions at the upper range of concentratiori. Moreover, the capacity of the roadway is not to 
be found ·at zero conce~tration, ·as the extrapolating of the straight line beyond its proper 
~ange would indicate. 
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Example 3.3 

Given that the- relationship between speed and concentration obtained from actual data is 
u = 54.5 - 0.24k, repeat the steps of Example 3.2 to estimate qmax• um, and kj. 

Solution To find the relationship between q and k, multiply both sides of. the given u-k rela­
tionship by k and substitute the fundamental Eq. 3.4.1 in the result: 

q = uk = 54.5k 0.24!" 

To find the q-u relationship, solve the given equation-fork and multiply both sides of the result 
by u: 

k = 227- 4.17u 

and 

q = uk = 227u- 4.17u2 

The plots of the three flow relationships are showp. in Fig. 3.4.7. 
To find kj, we evaluate t.P.e given equation at u =D. Thus ki = 227 veh/mi. The free-flow speed 

uf occurs at k = 0 and equals 54.5 milh. The capacity of the highway is q_ = umk.. = 3093 veblh. 
The reader is asked to verify these results by applying the calculus to maximize q using either 
the q-k or the q-u relationship. 
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Discussion The earlier results indicate that the general mathematical fOrm of a linear u-krela~ 
tionship is 

u ~ u (1 - ") 
j kj 

This relationship was first postulated by Greenshields [3.7]. If the u-k relationship is linear, the 
q-u and q-k relationships are both parabolic. In that case capacity, or qmax• occurs at'um = u112 
and km = k/2. Figure 3.4.8 illustrates the best of 21 q-u-k relationships obtained through cal­
ibration using data from the middle· lane of the Eisenhower Expressway in ChiCago [3 .8]. 

3.5 STREAM MEASUREMENTS: THE MOVING-OBSERVER METHOD 

3.5.1 Background 

The method of least squares can be used to determine the relationship between two or more 
variables based on a set of experimental observations. Examples of calibrating u-k rela­
tionships are presented in Chapter 13. The data used in curve fitting are. obtained from an 
appropriate experiment or eJS,periir:tental observation session. ~fany vehicular .stream-

. measurement techniques are available for collecting the necessary data [3.2, 3.3]. Because 
flo~. speed, and concentration are interrelated, a proper measurement technique. must take 
simultaneous measurements on two of the three variables; the third .. variiible·can be com­
puted by applying Eq. 3.4.1. Taking measurements of only one of the three variables cannot 
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describe the prevailing vehicular stream conditipns. For example, the stream flow can be 
_·ineastire.d as the ratio of the-nuinber of vehicles crossing a pneumatic tube recorder that is 
stretched acrl)ss a highway at a given location divided by the total time ofmeasurement. Recall, 
however, that the same value of q is found at two points on the q-.k diagram (Fig. 3.4.3), one 
closer to free flow and the other toward the jammed-flow end of the diagram. This means that 
~order to distinguish between these two conditi9ns, the values of k and u must also be known. 

3.5.2 The Movln.g-Observer Method 

The moving-observer method of traffic stream measurement has been developed to p~o­
vide simultaneous measurements of stream variables. It involves an observer, who is 
taking certain measurements while moving in relation to the traffic stream being meas­
ured. Referring to the two-way street operation illustrated by Fig. 3.5.1, consider the 
problem of measuring the stream conditions prevailing in the northbound direction. To 
develop the appropriate equation of ,the moving-observer method, consider two cases. cor-

't=O t=T.w+Ta 

t 
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I~ 
L 

' 

i 
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Figure 3.5.1 Moving-observer method. 



Part: 1 Design and:·Operation 119 

responding to the· retati\re motion between: the observer .and. the. \':ehic.ular stream being 
me~~urecL · 

. T:he tTrst _·case .considefs·. t.tie·_ traffic. stream~ rel'ative·."tO- the observer;. that is~. it assumes 
a stil.tionary observer and a movirlg vehicular stream. If N~. vehicles overtake the observer 
during a ·period of observation T;. the. obse~ed: f!qw is simply equal to 

N 
q.·= _._._Q 

T 
or (35.1) 

The second. case (i~e;,. tfie movement of the observer relative·to·the·stteam) assumes 
that only the obs~rver is. moving_ and the rest of the traffic is. stationary. By traveling a dis­
tance L, the observer would_. overtake· a number of vehicles Np. Thus-the concentration of 
the stream being measured-may be co111puted as · 

, Np 
k=­

L 
or (3.5.2) 

where Vis the observer's speed and Tis the time it takes the observer- to·traverse distance L. 
Now consider that the observer is actually moving within the traffic_ stream being 

measured. In that case some vehicles M 0 will overtake the observer, and some vehicles MP 
will be overtaken by the observer in a test vehicle. The mag_nitudes of the two counts will 
depend on the relative speeds between the testvehicle and'the rest ofthetraffic: If the test 
vehicle is traveling faster than average, it wil1 overtake more vehicles than will overtake it, 
and vice versa. This case is the combined effect of the "relative"' counts described for the 
two cases of the previous paragraph. Denoting thy difference_ between the two counts as M 
gives us 

M = Mo - MP = qT - kVT 

and dividing both sides of Eq. 3.5.3 by T yields 

M T = q- kV 

(3.5.3) 

(3.5.4) 

This is the basic equation of the moving-observer method, which relates the stream vari­
ables q and k to the counts M, T, and V that can be obtained. b.y. the test vehicle. The test 
vehicle's speed'V should not be confused with the unknown mean speed u-of the stream. 

The values of M, T, and Vtaken on any particular test run are'Substituted in Eq. 3.5.4, 
leaving the twounknown stream variables q and k. To solve.for,these unknowns, we need 
two independent equations. A second test run at a different test vehicle speed to ensure inde­
pendence can provide the second equation. Nonnally one test run is performed with traffic 
(i.e., moving in the direction of the stream being measured) and the other is performed 
against traffic (i.e., moving in the opposite direction). In. both cases, however, the test 
vehicle counts the M0 and MP vehicles in the vehicular stream whose coriditions are being 
measured. 

When the test vehicle is moving against traffic, it will only be overt~en (in a relative 
sense) by vehicles in the stream; it will overtake no vehicles, Imthis casetlien M is simply 
equal to the number of vehicles in the northbound stream ttiat the test vehicle encounters 
while traveling south. 
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Substituting the measurements taken during the two test runs into Eq, 3.5.4 and using 
subsCripts w ~lld a to refer to the testnins ·~with~; .anc;l. "against" traffic,_ respectivily: we Obtain 

M . 
. --"' ·= q.- kV T .· . w 

w 

(3.5.5a) 

(3.5.5b) 

The plus sign in the second equation reflects the fact that the test vehicle travels in the neg-
ative directiv:n. t 

The -simultaneous solution of these equations yields 

(3.5:6) 

The units of q are vehicles per omit time, which is -consistent with the definition of stream 
flow. H.owever, whether .this value is in fact the unknown s.tream flow is a legitimate ques­
tion. Recalling that 'flow :is a point measurement, the answer to this question would be affir­
mative ifa point aloug the roadway length L can be found where a flow measurement during 
the total .observation .time OI:w + 7;") yields the stream flow obtained by Eq. 3.5.6. Point A 
on Fig. 3.5. I is such a point. · 

To prove this claim, consider the fo1'low'ing situation: Assume that the test vehicle 
begins its run against traffic at time zero. At the .same .time an ·independent observer located 
at point A begins to count the vehicles passing that point and continues to do so until the 
test vehicle crosses :the same point going north. The test vehicle reaches the end of the run 
against traffic Ta uriits of time .after the start of the test. It then turns around instantaneously 
and begins the test run with traffic, which takes T w units of time. The total number of vehi~ 
cles that would cross line A during the total time (Ta + T wl is equal to the number of vehi­
cles Ma that ..the test vehic1e 'encounters during its run against traffic plus the number of 
vehicles tha:t overtake the test vehicle during its run with traffic minus any vehicles that the 
test vehiCle overtakes during "its run with traffic. The difference between the latter two 
counts taken .during the run in the direction of the stream is simply equal to Mw, as defined 
before. The sum of Ma and Mw is exactly the number of vehicles that the independent 
observer at,point A will ,be able to count during the time (Tw + Tal· Consoquently the com­
,plitation of'Eq. 3.5.6yields theTequired stream flow q. 

To,calcu!ate the space mean speed~ for the vehicular stream, Eq. 3.5.5a is rewritten as 

(3.5.7) 

The quanti(y (lJu.) is the timeT,", that it takes the average vehicle in the stream to traverse 
the length.L.'This average time can be computed from Eq. 3.5.7: 

(3.5.8) 
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where 

T w = travel tim~ of the test v~hicle in the direction of the stream being measurCd 

M;., count taken during. thal run 

q flow computed by Eq. 3.5.6 

Equation 3.5.8 relates the travel time of the test vehicle to the average travel time of the 
vehicles in the stream. If the test vehicle is traveling faster than average, it will overtake 
more vehicles than those that will overtake it, and Mw will te r.egative. Consequently the 

·average stream travel- time will be greater than· the test vehicle's travel. time. If the test 
vehicle is slower than the rest- of the traffic, M w will be positive, and the average stream 
travel time (Eq. 3.5 .8) will be less than that of the test vehicle. Finally, if the test vehicle is 
traveling at the average stream speed, it will (on the average) overtake as many v~hicles as 
will overtake it, and Eq. 3.5.8 will reflect this fact. Once the average stream travel time is 
computed from Eq. 3.5.8, the average stream speed can be obtained from 

L 
u =--

Tave 
(3.5.9) 

This speed is the space mean speed because it is computed on the basis of travel time as 
described in Section 3.3. The ca1culation of the stream concentration is a matter of substi­
tution of the flow computed from Eq. 3.5.6 and the mean speed computed from Eq. 3.5.9 
into Eq. 3.4.1. 

To ensure statistical reliability, the test is run a number of times (usual1y, five or six) 
and the average results are employed in the final calculations. 

Example3."' 

A bicycle racer practices every day at different times. Her route includes a ride along a 0.5-mi 
bikeway and back, as -shown in Fig. 3.5.2. Since she is a traffic engineer, she has -made it a 
habit to count the number of cars in lane A that she meets while riding southward (Ms), the 
number of cars in lane A that overtake her while riding northward (M0 ), and the number of 

Bikeway 

1------ L ~ 0.5 mi -. ---~ 

+-...-N 

Figure 3.5.2 Example-of a moving· 
observer. 
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cars in lane A that she overtakes While riding northward (Mp). The table summarizes the av­
erage measurements that ·she obtairied for each period of the day. 

Time of ~ay M.~ M" M, 

8:00-9:00 A.M. !07 10 74 
9:00-10:00 113 25 41 

10:00-!1 :00 30 15 5 
!1:00-!2:00 79 18 9 

Given that the bicyclist travels at a constant speed of 20 mi/h, (a) find the traffic stream con­
ditions for each period of the day, (b) calibrate u =a + bk and plot the q-k relationship, and 
(c) estimate th6 capacity of lane A. 

Solution (a) It takes the bicyclist 0.5 mi/20 mi!h = 0.025 h to traverse the half-mile distance. 
Hence Ta = Tw = 0.025 h. For each period of the day the flow, average travel time, mean speed, 
and concentration of lane A are computed as illustrated for the 8:00 to 9:00A.M. period: 

107 + 10 - 74 8 
q, = 0.025 + 0.025 = 60 vehlh 

u = ~~_()~5_-~ = 5 milh 
l 10- 74 

0.025- --~-
' 860 

k1 = q/u 1 = 172 vehJmi 

The re..<;ult<> for the other periods of the day are 

1940 

15 

129 

800 

40 

20 

1760 

25 

70 

(b) To find the speed-concentration relationship of the form u = a + bk, apply simple linear 
regression to the pairs (k, u), with u as the dependent variable. The result is 

u = 42.76 - 022k 

Multiply both sides of this equation.by k and substitute q = uk: 
2 

q = 42,76k - 022k 

which is a parabola similar to that of Example 3.3. The plots of the last two equations are shown 
in Fig. 3.5.3, along with the original data points. 

(c) As in Example 3.3, qmax occurs at um = u112 and km = ki2. Moreover, u1 = 42.76lni!h 
at k ·= 0, and kj = 194 veh/mi at u = 0. Hence 

qmax = 2074 veh/h 

Discussion This example illustrates the use of the moving-observer method to take traffic 
stream measurements, it tPPlies the method ofleast squares to calibrate the relationship between 
u and k, and it applies the· fundamental characteristics, of traffic streams to find the q-k cu~e. 

The first step assumed that the traffic conditions prevailing during each period of the day 
remain relatively stable from day to day since the observations were averaged by time of day. 
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Figure 3.5.3 Flow curves from moving-observer data. 

The results show that during the morning peak hour between 8:00 and 9:00A.M. lane A is very 
congested with very low speed (u = 5 mi!h) and high concentration (k = 172 veh/mi). 
Betv.reen 9:00 and 10:00 A.M., the traffic eases and the prevailing conditions move closer to 
free flow. Finally, between 11:00 A.M. and 12:00 noon concentration increases and speed 
decreases once mom, perhaps due to the lunchtime crowd. 

3.6 SHOCK WAVES IN TRAFFIC 

3.6.1 Background 

Suppose that a traffic stream is moving on a roadway at a given flow, speed, and concen­
tration as illustrated by point 1 on the q-k diagram of Fig. 3.6.1. Based on the calibrated 
diagram shown, point 1 corresponds to a flow of 1000 veh!h, a concentration of 25 vehlrni, 
and a mean speed (i.e., the slope of chord 0-1) of 40 rnilh. The spacing between vehicles 
may be computed by Eq. 3.3.1 to be about 212ft. Now assume that a truck in the stream 
decides to slow down to 10 milh. If passing is not permitted, the following vehicles will 
also have to slow down to match the truck's speed. With time, a moving platoon,of vehicles 
traveling at 10 rnilh will grow behind the truck. At any instant the last vehicle to join the 
platoon will be traveling at 10 mi!h, but farther upstream vehicles would continue to 
approach the platoon at the original conditions. Since the vehicles within the platoon are 
traveling slower than before they joined, they will tend to adjust their spacing to a shorter 
safe spacing than before. The resulting stream conditions for vehicles within theplatoon are 
represented by point 2 on Fig. 3.6.1, where the slope of chord 0-2 is the platoon speed. In 
this example the values of platoon flow and concentration are shown to be 1200 veh!h and 
120 veh/rni, respectively. 

Thus at any time after the trnck slowed down a stationary observer will see a platoon 
defined by the trnck at its front and the last vehicle to join at its rear. The platoon, con­
sisting of slow-moving vehicles at relatively hjgh concentrations, is moving with a speed 
of 10 rnilh and grows in length as more vehicles join it. After some time the traffic condi­
tions in front of the trnck are at free flow (i.e., zero concentration). Behind the last vehicle 
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i:J veh/h 

Figure 3.6.1 Shock wave description. 

to join the platoon the stream conditions are at 40 mi/h and a concentration of 25 veh/mi. 
Figure 3.6.2 illustrates the dynamics of platoon formation described earlier: At timet= 0 
the vehicles in the stream are shown to travel at the av'erag·e' stream conditions correspon­
ding to point 1 of Fig. 3.6.1. The truck slows down to 10 milh at this instant. A short time 

.later the truck has displaced somewhat and a following vehicle is shown to have matched 
its speed. The platoon now contains two vehicles [Fig . .3.6.2(b)].Later on additional vehi­
cles join the moving platoon, as illustrated. Figure ·3.6.2(d) shows a clear roadway in front 
of the truck, the high concentration platoon behind the truck, and approaching vehicles at 
the original stream conditions farther upstream. The same situation is described by the 
time-distance diagram of Fig. 3.6.3. 

Using a hydrodynamic analogy [3.9], a .shock wave is said to exist whenever traffic 
streams of varying stream conditions meet. In the preceding example there are two such 
lines of demarcation, or shock waves. One is seen between the platoon conditions and the 
free-flow conditions in front of the platoon (line AA, Fig. 3.6.2). The other is seen between 
the approach conditions and the platoon conditions (line BB, Fig. 3.6.2). The shock wave 
at the front of the platoon is defined by the trnck, whereas the shock wave at the rear of the 
platoon is defined by the last vehicle to join the platoon. Figures 3.6.2 and 3.6.3 show that 
the shock waves AA and BB displace with time in relation to the roadway. The rate at whlch 
the platoon grows is related to the relative speeds of the two shock waves AA and BB. More­
over, given the platoon concentration (120 veh/mi in this case) and the length of the pla­
toon, the number of vehicles within the platoon can easily be computed. 

If after a time the trnck driver decides either to accelerate or to exit the highway, .the vehi­
. des stuck behind the truck will be free to increase their s,peeds, and another shock wave will 

begin between the release conditions and the platoon conditions. The next section shows that 
.the fundamental diagram of stream flow can be used to explain the shock wave phenomenon. 
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F~gure 3.6;2 Platoon formation. 

3.6.2 The Shock Wave Equation 

It has been shown [3.9]that the speed of a traffic stream shock wave is given by the slope 
of the chord connecting the twb stream conditions that define the shock wave (e.g .• points 
1 and 2. Fig. 3.6.1). Labeling the two conditions as a and bin the direction of traffic move­
ment. the magiiitude and direction of the speed of the shock wave between the two condi­
tions are given by 

(3:6.1) 

If the sign of the shock-:wave speed is positive. the shock wave is traveling in the 
direction of stream flow; if it is ;zero, the shock wave is stationary with respect to the 
roadway; if it is ·negative; the shock wave ma;ves in the upstream direction. The example 
illustrated in Figs. 3.6.2 and 3.6.3.shows two 'shock waves. both travelingin the direction 
of the stream of vehicles. Situations arise where the shock wave travels in t.'le opposite 
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Figure 3.6.3 Time--distance diagram of platoon fonnation. 
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direction. For example, consider the case where a vehicular stream is interrupted by a traffi~ 
signaL Vehicles stopped by the red light are packed at jam concentration (i,e., zero speed 
and flow), Upstream of the stationary platoon, vehicles approach the platoon at the 
approach conditions, The shock wave between the approaching vehicles and the jammed 
vehicles defmed by the last vehicle to be stopped is, in fact, moving in the negative (i.e., 
upstream) direction. 

Example3.5 

For the illustration of Fig. 3.6.1, detennine the magnitude and direction of the speeds of the 
two shock waves AA and BB and determine the rate at which the platoon is growing behind the 
truck. 

Solution The conditions that define the shock wave at ~e front of the platoon are (I) the pla­
toon conditions (i.e., q" = 1200 veh/h and ka = 120 veh/mi) and (2) the free-flow conditions 
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-in front of the truck (i.e .. , qh = 0 _and kh = 0). Equation 3.6..1 :yields the -speed uf the shock 
waveAA: 

0- 1200 
u · .(AAI ~ · · = + 10 milh 

· 'w 0- 120 

which happens to be the speed of th~ truck, as expected in this situation. The speed of the shook 
wave at the rear of the platoon defined by ( 1) the .approach conditions (i.e., qa = 1000 veh/h 
and ka = 25 veh/mi) and (2) the platoon conditions is 

1200- 1000 
u,w{BB) ~ --i2o-::.:--zj +2.1 mi!h 

The front of the platoon moves at 1 0 mi /h f(}rV;'atd relative to the roadway and the rear of the 
platoon travels at 2.1 mi/h in-the same·direction. The rate of growth of the platoon is given by 
the relative speed between the two, or 10.0- 2.1 = 7.9 milh. The platoon grows at this rate as 
it travels forward. 

Discussion The speed of the front of the platoon is the same as the speed of the truck only be.cause 
the conditions in frqnt of the truck are at free flow (see Fig. 3.6.3). In the general case, however, the 
speed of the shock wave should not be confused with the speed of any of the vehicles in the stream, 
as the speed of shock wave BE in this example clarifies. Platoon vehicles are traveling at I 0 mi/h, 
approaching vehicles are traveling at 40 mi/h (see slope ofline 0-1, Fig. 3.6.1 ), but the shock wave 
between the two travels at 2.1 mi/h. It is of interest to note that although the truck forced the traffic 
to slow down, the flow increased from I 000 to 1200 veh/h; a situation of which the frustrated 
drivers would be unaware. In certain cases slowing the trafflc via the traffic control system may be 
a good way of increasing the flow. But this consequence goes totally unnoticed by the drivers. 

Example 3.6 

For Example 3.5 assume that the truck exited the traffic stream 10 min after slowing down. 
Vehicles at the fi:ont of the platoon were then released to·a speed of20-mi/h and a concentra­
tion of 70 veh/mi. Compute the amount of time it took the 10-mi/h platoon to disappear. 

S.olution The release conditiOns imply a .flow of (20 milh)(70 veh/mi) = 1400 veh/h 
(i.e., point 3 on Fig. 3 .6.1 ). At the end of l 0 min (or~ h) th.e platoon had grown to a length of 

L = (7.9 milh) 11 h) ~ 1.3 mi 

Incidentally,· at that instant the 120-veh/mi platoon contained (1.3)( 120) = 156 vehicles. After 
the truck exiled the traffic stream a shock wave between (1) the platoon conditions and (2) the 
release conditions developed. The speed of this shock wave is 

1400 - 1200 
usw = --.. ~ .. ---.. ·-- = -4.0 mi/h 

70- 120 

r,elative to the roadway. Thus the shock wave at the front of the platoon moved upstream at 4.0 mi/h, 
whereas the shock wave at the rear of the platoon continued to move downstream at 2.1 mi/h. 
The relative speed of the two waves was 4.0 + 2.1 = 6.1 mi/h. Since the platoon was l.3 mi 
long to begin with, it took (1.3)/(6. l) = 0.21 h or 12.6 min after the truck's departure for the 
platoon to dissipate totally. 

Discussion The timC-"'-distance diagram in Eig. 3.6.4 plots. the location of the front and the 
rear of the platoon from the moment the truck slowed down to the moment when the last 
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vehicle caught in the platoon was released. At any instant the difference between· the two rep­
resents tJle length of the platoon, which is seen to grow fromO to 1.3 mi during the first·l 0 min 
and then to shrink back to 0 approximately 12.6 min after the truck's exit. During this second 
phase the front and rear of the platoon were defined by different vehicles at different times as 
vehicles at the front were sequentially released and additional vehicles joined at the rear. 

The point where the platoOn disappeared .was 0.79 mi from the initial point, even though the 
front of the platoon had been as far as 1.67 mi ahead of the location where th6 truck slowed down. 

Typically the congestion relief time is longer than the duration of the flow disruption (i.e., 10 
and 12.6 min in this example). This is why freeway accidents during peak periods tend to create 
long-lasting jams. 

Example3.7 

For Example 3.6, determine the speed of the shock wave that commenced at the instant when 
the 10-mi/h platoon was tOtally eliminated. 

S~lution After the last platoon vehicle was released, a shock wave cOmmenced between 
(1) the approach conditions behind this last vehicle and (2) the release conditions in front of it. 
The speed of this new shock wave waS 

I 
1400- 1000 

usw = m-=~25··- = +8.9 mi/h forward 

Discussion The appearance of this, perhaps unexpected, shock wave illustrates the com­
plexity of the dynanllcs of traffic flow. These accordionlike movements occur back and forth 
as vehicles slow down and accelerate in response to various stimuli, including other vehicles, 
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traffic ~or:ttrols, sight-distanCe- restrictions, sharp horizontal curves, .atid-so·forth. The 8.9 mi/h 
shock wave-preSumably continued -as-long as the approach and release conditions were sus­

. tained. ·In reality, theSe ci::n1diti0ns-change over time, as a Comparison· between the traffic at 
midnight viS;-a-vis the.mornin.g-rus.h hour would attest. Moreover, even under identical average 

· collditions, there is enough variability in individual vehicle conditions to cause the continuous 
cominencement and dissipation of s-uch shock waves. 

3.7 SUMMARY 

In tl1is chapter we extended the equations of single-vehicle motion to vehicular interactions. A 
general relationship between safe spacing and speed was developed and shown to affect the 
capacity of highways and transit ways. Based on the single-vehicle variables of speed, spacing, 
and headway, the fundamental variables of vehicular streams (i.e., average speed, concentra­
tion, and flow) were defined, and the fundamental relationship between the stream variables 
was examined. A roethod of measuring stream conditions (the moving-observer method) was 
also presented. Finally, the phenomenon of shock waves in traffic streams was illustrated. 

EXERCISES 

1. A rapid-transit system employing single vehicles is scheduled at constant headways. For safety 
regime b (Table 3.2. I), plot the relationship between spacing in feet (ft) and speed in feet per 
second (ft/s) using the following data: perception-reaction time= 1.5 s, normal deceleration = 
8 ft/s 2

, emergency deceleration= 32 ft/s2
, v_ehicJe length= 40ft, and safety clearancexa =4ft. 

2. Repeat the solution to Exercise 1 for safety regime a. 

3. For Exercises 1 and 2, calculate the maximum flows in vehicles per hour (veh/h) and the corre­
sponding sp6etis.' 

4. Givens= 0.30/(60- u), where sis the spacing in miles (mi) and u is the speed in miles per hour 
(mi/h), derive· the relationships u-k, u-q, and q-k. Also, estimate the capacity (i.e., qmax) of the 
roadway. 

5. For the data of Exercise 4, plot spacing in ft versus headway in seconds (s). 

6. Prepare a computer program, which, given the necessary .inputs arid a particular safety regime, 
calculates the spacing for increasing values of speed. 

7. A study of the traffic using a tunnel showed that the following speed-concentration relaVonship 
applies: 

u = 17.2 In (228/k) mi/h 

Find (a) the capacity of the tunnel, (b) the values of speed and.~@ncentration at capacity, and 
(c) the jam concentration. 

8. The u-k relfitionship for a particular freeway lane was found to be 

u + 2.6 = O.OO!(k- 240) 2
. 

Given that the speed is in milh and the concentration is in veh/mi, find (a) the free-fl-ow speed, 
(b) the jam concentration, (c) the lane capacity, and (d) the speed at capacity. 

9. The following relationship applies to a particular urban highway: 

' q = 273u -?Oulnu 
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1{). Acc-ording to the General Mm.m:s- Rese~ch Labmqtory, fue fuel consumption rate of passenger 
· cars js of the fonn 

F= K, 

where 

K, + -­v 

F 

v 
fuel consumption in gallons per mile (gal/mi) 

space llie<'!.JJ speed 

calibration parameters 

The following data were _obtained by an experiment using a typical mix of passenger cars. 

F 0.40 0.10 0.12 om 0.06 
v 2.50 10.20 14.08 25.12 52.00 

Calibrate, sketch, and interpret this model. 

11. The following data were taken on a highway: 

u 52 34 36 22 21 mi/h 
k 8 41 48 70 105 veh/mi 

(a) Estimate the free-flow speed assuming that q = AkBk. (b) Calculate the capacity of the 
highway. (c) Find um and km. 

12. A moving observer conducted two test runs on a 5-rrii stretch of roadway.' Both tests were in the 
direction of traffic. Given the following measurements, calculate the -now, concentration·, space 
mean speed, average spacing, and average headway of the traffic stream. 

Test vehicle speed Mo-Mp 
Test run vehicles 

10 100 
2 20 -150 

13. While taking ineasurements by the moving-observer method, a test vehicle. covered a 1-mi sec­
tion in L5 nlin going against traffic and 2.5 min going with traffic. Given that the traffic:now was 
800 veh/h and that the test vehicle passed 10 more vehicles than passed it when going with traffic, 
find (a) the number of vehicles encountered by the test vehicle while moving against traffic; 
(b) the speed of the traffic being measured,_ (r) the concentration of the traffic stream, and 
(d) whether on its run with traffic the test ve_hicle was traveling faster or slower than the traffic 
stream. 

14. Given the following u-k relationship, 
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. find the j'am concentratiop_;. the capacity of the roadway, and the speed of the shock wave between 
conditions ua =: 60 mi/h and Ub = 40 mi!h. 

1.5._ A line oftraffic··moving at·i.t-Speed of 30 mi/h and a concentration of 50 veh/mi is stopped. for 3'0 
· s. at a red light. Cal91late (a) the velocity' and direction of th~ stopping wave, (b) the· length of the 
iine' of cars stopped duri:ng the 30 s of red, and (c) the number of cars stopped during the 30 s of 
red. Assume a jam concentration of 250 veh/mi. 

16. A vehicular stream at qa =- 1200 Veh/h and ka -=- 100 veh/ini is interrupted' by a flag-person for 
5 ·min beginning at time t = ~fl. At time t = t0 + 5 min vehicles at the front of the ~tati.onary pia~ 
toon begin to be released atqb = 1600 vehth and ub = 20 rnilh. Assuming thatkJ = Z40·veb/mi, 
(a) plot the location of the front of. the platoon versus time and the location of the rear of the pla­
toon versus time and (b) plot the length of the growing platoon versus time. 

17~ A 15-milh school zone is in effect from 7:30 to 9:00A.M. Traffic measurement& taken on October 
10, 1985, showed that at precisely 9:.00 A.M., the conditions presented in Fig. E3.17prevailed. 
How long did it take for the 3-mi platoon to disappear, and what was. the speed of the· shock wave 

that commenced at the moment when the platoon dissipated completely? 

Platoon at exactly 9 AM~ 
1!1-< ~~. ~. ~ 3 mi ···~ 
194m;[ i 

Release conditions 
q = 1200 veh/h 
u = 30 milh 

Platoon conditions 

q ~ 900 veh/h 
u = 15 milh 

Figure E3.17 

Approach conditions 
q ~ 1000 veh/h 
u =40 mi/h 

18. You were the driver of the sixth car to be stopped by a red light. Ten second's elapsed after the 
onset-of the followillg green before you were able to start again_ Given that the. release flow was. 
1200 veh/h, calculate the release concentration and the· release mean speed. Assume an average 
car length L = 18 ft and a safety margin x0 = 2 ft. · 

19. Prepare a computer program that calculates the speed of the shock wave between two conditions 
specified by input values for ka and kb. Assume that u = C - Dk, where C and D are parametric 
values to be specified by the user of Your program. your program should be constrained by 

40 "' "t"' 70 mi/h 

200 "' k; "' 300 veh/mi 

Run your program several times and interpret the results. 
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4 
Capacity and Level of 

Service Analysis 

4.1 INTRODUCTION 

This chapter is concerned with the capacity and performance analysis of actual trans­
portation facilities and systems. Transporrtation facilities and systems work under unin­
terrupted or under interrupted flow conditions. A freeway section without Gn- and 
off-ramps and a transit guideway between two stations are good examples of uninter­
rupted flow. A signalized intersection and a rail-transit station are good examples of inter­
rupted flow. Uninterrupted flow can often be approximated by fluid dynamics analogies 
or other continuous mathematical formulations. Interrupted flow is usually more complex 
and involves more interacting elements and probabilities for event occurrence. The math~ 
ematical formulation usually yields c~pacity in units per hour [e.g., vehicles per hour 
(veh/h)]and one or more measures of effectiveness such as speed, density, or delay. The 
Highway. Capacity Man. ual (HCM. ) includes specific definitions of the level of service 
(LOS) for ea\h type of facility. LOS ranges from A (the best) to F (the worst) and is 
defined based on ranges of values for a specific measure of effectiveness (e.g., density for 
freeways, delay for intersections.) 

The concepts and analytical procedures in this chapter largely reflect methodologies 
presented in published volumes of the HCM ( 1994 and 1997 editions) as well a~ draft mate­
rials of HCM 2000. Substantial amounts of information found in the HCM has not been 
included here. Some procedures have been simplified and others have been expanded. 
· The HCM is a "living" document subject to frequent updates. As a result, the mate­
rial in this chapter is appropriate for education and learning, but it should not be ·used for 
conducting real-world analyses. Instead, the HCM itself or locally approved procedures 
should be used. 

133 
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This chapter hegins with. the capacity apd perfonrrance analysis of pedestrian and' 
'bicyci'e· facilities. Then it examines transit facilities,. separate·ly fOr· uninte:rrr.upted~ and inter.:.. 
rupted flow cond~itions. The Capticitiani:fpeifOrmanceofhigOways is. presented next, again 
separately for uninterrupted and interrupted flow. Interrupted highway flow is gi\<en special 
attention because itr~presents the urban traffic intersection systems .. Extensive· sectfons- on 
the capacity _and perfOrmance of signalized ~nd unsignal1ized·. intersectiOns- follow al0ng 
with a section 0n traffic.- data collection methods. 

42 PEDESTRIAN AND BlC.VCLE FACILITIES 

4.2.1 Background 

Pedesl.irian~flow models have been developed.thatbeara.close resembfance to the concepts 
discussed in connection with vehicular streams. The· speed of a pedestrian regime is, natu­
rally, measured' in units· of distance· divided by time, for example, feet per second. Flow is 
given: in terms of pedestrians per unit width of a walkway per unit time. It is thus a point 
measurement in the same way as highway flow, where the point at which flow is observed 
stretches across. a number of lanes. Pedestrians·, of course, are not normally obliged to 
follow strictly any type of lane assignment, but pedestrian flow per linear foot of walkway 
width is a tangible measure. Density is specified as the number ofgedestrians per unit area, 
for example, pedestrians per square foot. The reciprocal of pedestrian density is called 
space and has units of surface area per pedestrian (e.g., square feet per pedestrian). Its 
vehicular stream equivalent is spacing. The fundamental relationship q ~ uk has been found 
to· appTy· in the case of pedestrians under generally uninterrupted conditions. 

4.2,2 Pedestrian-Flow Models; 

Fignre 4.2.1 presents the calibrated' pedesnian speed-density relationships obtained by 
three researchers. These diagrams, confUrrn to the. general shape observed in the case of 
vehieular flow; that is, they·are:monotoniC:ally decreasing .from free-flow speed at zero den­
sity to zero speed' at jammed densit.y .. Figure.42.2.presents the. speed-flow relationships cor­
responding to the_ aforementiillned calibrated- u-k- curves. Obviously the vehicular stream 
parallel extends to this diagram as. wei!: The maximum pedestrian flow (i.e., capacity) 
occurs at an intermediate point between, free'-fTow and. jammed: conditions. Figure 4.2.3 
plots the flow versus space, and Fig. 4,2.4 plots the relationship between speed and space. 
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4,2.3 Pedestrian level of Service 

Table 4.2.1 presents the recommended ranges of pedestrian levels of service in terms 
of the space for walkways and sidewalks· and queuing areas. The LOS at signalized 
intersections aiso ls given. FOr signalized intersections a qualitative assessment of non,. 
compliance is given as welt It reflects the higher propensity to walk against a "Don't 
Walk" signal when delays increase. Figure4:2.5 illustrates the typical levels of density 
that are encountered within each level of service. The differences between the 1985 
HCM (Fig. 4.2.5) and the HCM 2000 (Table 4.2.1) are apparent. 

4.2.4 Bicycle Level of Service 

HCM 2000 [4.3] hasadopted the concept of hindrance as a measure for estimating the 
level of service (LOS) on exclusive or shared bicycle facilities. Hindrance is a rather 
nebulous term that is usually operationalized by using the number of events as a surro­
gate measure. HCM 2000 has adopted the concept of a method introduced by Botma but 
has not adopted specific formulae. This text summarizes Botma's proposed method for 
LOS estimation for exclusive and shared bicycle facilities. The main determinant of 
LOS is factor MP, defined as the total number of events (meeting and passing events) 
per hour that the average bicyclist experiences. Events include passing bikers in the 
same direction and meeting- bikers traveling in the opposing direction. MP is estimated 
as follows. 

where 

TABLE 4.2.1 Level of Service for Pedestrian· Flow. 

Walkways and 
sidewa1ksa.d 

> 62 
> 41-62 
> 24-41 
> 16-24 
> 8-16 

<8 

Transportation 
terminalsb,d 

Space (ft2/person) 

>26 
> 14-26 
> 11-14 
> 9-11 
> 8-9' 
.~8; 

Queuing· 
areasa'd 

>13 
> 10-13 
> 7-10· 
:> 3-T 
> 2~3 
~2; 

Level of 
service 
(LOS) 

A 
B 
c 
D 
E 
F 

"Source: TransportatiOn Research Board, Draft·materilll:ron HCM'2000 . 

Signalized 
intersectionsc.d 

Delay 
(s/pedestrian) 

<10 
~ I0-20 
> 20-30 
> 30-40 
> 40-60 

>60 

(4.2.1) 

(4.2.2) 

Noncompliancec,d 

(likelihood) 

Low 

Moderate 

High 
Very High 

. bSource: Davis, D. and J. Braaksma, "LevelS of Servic.e for Platooning Pedestrians in Transportation Terminals," 
JTE Journal, April 1987. 

c. source: Dunn, R. and R. Pretty, "Mid~block Pedestrian Crossings: An Exam.inatioil of Delay," Proceedings of the 
12thAnnualMRB Meeting, Tasmania, August 1984, 

dCheck the.current version of ~CM for the·validitytofcorrespondence with LOS. 
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LEVEL OF SERVICE A 
P!!destrian Space: :;::,:· 130 sq. ft/ped flow Rate: ::; 2 ped/min/ft 

Al Walkway LOS A, -pedest~iaOS b'asically move in desired paths 
wiihout.altering their moverllents in response to other pedestrians. 
Wal.king speeds are freely selected,-and conflicts between pedestrians 
are unlikely. 

LEVEL OF SERVICE B 
Pedestrian Space: ;:::; 40 sq ftlped Flow Rate: ::; 7 ped/min/ft 
At LOS B, sufficient area is provided to allow pedestrians to 
freely select walking speeds, to bypass other .pedestrians, and to 
avoid crossing conflicts with others. At this level, pedestrians begin to 
be aware of other pedestrians, and to respond to their presence in the 
selection of walking path. 

LEVEL OF SERVICE C 
Pedestrian ·space: 2: 24 sq ft I ped Flow Rate: ::; 10 ped/min/ft 

At LOS C, sufficient space is available to select normal walking speeds, 
and to bypass other pedestrians in primarily unidirectional streams 
where reverse-direction or crossing mOvements exist, ininor conflicts 
will occur, and speeds and volume will be somewhat lower. 

LEVEL OF SERVICED 
-----: 

Pedestrian Space: ~ 15 sq ft/ped Flow Rate: ::; 15 ped/min/ft 
At LOS D, freedom to select individual walking speed and to bypass 
other pedestrians is restricted. Where crossing or reverse-flow 
movements exist, the probability of conflict is high, and its avoidance 
requires frequent changes in speed and position. The LOS provides 
reasonably fluid flow; however, considerable friction arid interaction 
between pedestrians is likely to occur. 
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Pedestrian Space: ::_:- 6 sq ft/ped Flow Rate: . ::::; 25 ped/min/ft @ 
At LOSE, virtually all pedestrians would have their normal walking ~SJ._. 
speed restricted, requiring frequent adjustment of gait. At the lower m 
range of this LOS, forward movement is possible only by "shuffling." Th 
Insufficient space is provided for passing of slower pedestrians. 
Cross~ or reverse~flow movements are possible only with extreme .. _ _ _ _ _ ___ J 

difficulties. Design volumes approach the limit of walkway capacity, with 
resulting stoppages and interruptions to flow. 

LEVEL OF SERVICE F 
Pedestrian Space: ::;; 6 sq ft/ped Flow Rate: variable 

At LOS F, all walking speeds are severely re!)tricted and forward progress 
® 

is made only by "shuffling." Therrl'is frequent unavoidable contact ! -~---_-.f'i-l'l:»• GO 

with other pedestrians. Cross- and reverse-flow movements are virtually\~~~~~;§~~~~ 
impossible. Flow is sporadic and ullstable. Space is more characteristic 
of queued pedestrians than of moving pe~estd~n streams. 

Figure 4.2.5 Levels of service on walkways. (From Transportation: Research -Board [4.2].) 
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MP - total -meeting and passing man~.uvers in one hour 

V0 = flow rate: of bicycles· on the opposing direction 

V,. flow rate of bicycles ·on the subject direction 

Vpo flow rate_of pedestrians on the opposite direc;:tion 

vbo =·flow rate of biCycles on the opposing direction 

Vps = flow rate of pedestrians on the subject direction 

vb, flow rate of bicycles on the subject ~irection 

Chap.4 

Using MP, one then enters Table 4.2.2 to determine the prevailing LOS. In addition, the 
LOS on bicycle paths at signalized intersections can be a"essed by estimating the average con­
trol delay as described in Section 4. 7. It is highly unusual that an on-street bike path is saturated 
with bicycle traffic; thus, typically only the delay componentd1 in Eq. 4.7.1e (page 188) is used. 
Capacity is estimated by multiplying the green split (green-to-cycle ratio) by 2000 bicycles per 
hour. 

TABLE 4.2.2 Level of Service for Bicycle Flow 

Frequency of events (MP) 

Exclusive bicycle or shared bicycle~ 
pedestrian off-street pathsa,c 

(2-way, 2-lane facilities) 

~ 38 
> 38-60 
> 60-102 
> 102-144 
> 144-180 

> 180 

Control delay 

Signalized 
intersections I>.<= 

~~< 5 
;;;.:.. 5-10 

> 10-20 
> 20-30 
> 30-45 

>45 

Hindrance Level of 
(%)b,c serviceb.c 

"'"10 A 
> 10-20 B 
> 20-40 c 
> 40-70 D 
> 70-100 E 

F 

a Source.~ Botma, H., "Method to Detennine Level of Servi~e for Bicycle Paths and Pedestrian-Bicycle 
Paths," Transportation Research Record 1503: 38-44, Transportation Research Board, Washington, D.C.. 
1995. 
~Source: Transportation Research Board, Draft Materials ort HCM 2000. 

c_ Check the current version of HCM for the validity of corres~ondence with LOS. 

4.3 TRANSIT SYSTEMS: UNINTERRUPTED FLOW 

4.3.1 Background 

Major urban mass transportation systems operating on roadways or exclusive guideways 
are defined next. Their characteristics are summarized in Table 4.3.1. The functions of these 
systems in an urban context are. described in Section 6.4:1. 

Light rail transit (LRT) is essentially a modernized electric streetcar with possibilities 
of articulation and capable of being operated both in mixed traffic and on exclusive rights­
of-way. The PCC car is a very successful electric streetcar design that resulted from the coop­
erative efforts of the Electric Railway Presidents' Conference Committee during the 1930s. 
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TABLE 4.3.1 Characteristics of. Typical Transit Svste•m•s" 

Si11gl~ 

four-axle · PersOnal Two-car-
Standard Articu- LRT rapid Two-car articu- Eight-car Six-car Ten-car 

Itemb Unit · bus lated bus vehicle transit AGT latedLRT AGT RRT RRT/RGR 

n vehtrU ·I 2 2 8 6 10 
r m 12.0 17.0 14.0 2.3 6.5 24.0 10.7 18.0 21.0 
c, sps/veh 5Y 73' 110 4' '40 189 70 145 175 
s, m 1 1 2 2 I 2 2 
t, s 1 0 0 I 0 0 0 
b, m/s2 1.4 1.4 1.2 1.6 1.4 1.2 1.4 1.1 1.1 

b, m/s2 4.0 4.0 3.0 5.0 4.0 3.0 4.0 1.8 1.8 

Vm~ km/b 90 80 80 70 50 90 80 100 120 

Vmax m/s 25.0 22.2 22.2 19.4 13.9 25.0 22.2 27.7 33.3 
Operating safety c c b c a a a a a 

regime 
TYpical model GMC's M.A.N. PCC Aramis Airtrans DUwAG Sky bus Munich. San 

"New U-2 U-Bahn Francisco 
Look" BART 

"Data given are typical for the selected models. They are taken from the models given, with the exCeptiOn of a few 
rounded or modified values to eliminate nontypical features (e.g., BART's A and C cars have different lengths; 
Airtrans' Vmax = 27 km/h). Acceleration rate a= 0.8 m/s2 and station standing timet,,= 20 s are assumed for all 
modes. 

hyu, transit unit (train); l', effective vehicle length; C.,, passenger spaces/vehicle; tr, perception~rea6tion time; b", 
nonnal deceleration; be, emergencx _!:i~eleration. 

cAssumes seating only. 

Source: Vuchic [4.4]. 

Personal rapid transit (PRT) refers to system designs that generally employ small 
vehicles operating on a network of exclusive pathways and characterized by route and 
scheduling flexibility. 

Automated guideway transit (AGT) is designed to operate on exclusive guideways 
without intervention from an onboard driver in an attempt to minimize labor costs and to 
increase productivity; it may or may not be a PRT system. 

Rail rapid transit (RRT) generally refers to high-performance, electrically propelled, 
multicar systems that operate on grad~-separated rail facilities with few stops. 

Regional rail (RGR) or commuter rail (CR) denotes multicar diesel or electric trains 
with Vefy few stops that had its origiriS as an extension of intercity railroads. 

An articulated bus is a long urban motor- bus consisting o(two sections, which are 
connected by a flexible joint to allow for short turning radii and increased passenger-
holding capacity vis-a-vis the stimdard 40-ft urban bus. .. 

4.3.2 Uninterrupted Speed-Flow Relationships 

Figures 4.3.1 and 4.3.2 present the q-u relationships derived by Vuchic [4.4] and specify 
the typical operational safety regimes of the technologi<;al systems listed in Table 4.3.1. 
Vuchic uses the ·term way capacity to refer to the flow on 'the cu,rve correspol).ding to a spe­
cit'ic safety regime. This is to capture the fact that each q-u curv~ represents the maximum 
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Figure 4.3.1 Actual system speed flow; vehicles per hour. (From Vuchic [4.4].) 
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Figure 4.3.2 Actual system speed flow; spaces per hour. (From Vuchic [4.4].) 
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flow possible for a given. Speed and a specific safety regime. Note, however, that for each 
curve, there exists a speecLfor .which the flow (or way capacity) is maximum. In this book 
this is.referred to as the.capacity of the system, qmax· 

Figure 4.3.1 presents flow in terms of vehicles per how: Also, note that certain.of the 
sYstems .plotted permit transit units {TUs) or· trains, each consisting of a number· of such 
vehicles. Each train may be thought of as a series of vehicles having a jam spacing in con·~ 
trast to the much longer spacing between transit units. Thus the coupling of vehicles into 
transit units in effect organizes the stream into a series of small ~pacings (and headways) 
followed by a larger spacing (and headway). This arrangement results in a higher vehicular 
flow than if single vehicles were scheduled individually at the constant spacing required by 
the same safety regime. 

Figure 4.3.2 presents the flow characteristics of the same technological systems;not 
in terms of vehicles per hour but in tenns of what Vuchic calls spaces per hour. Conse­
quently these curves represents the passenger-carrying capability of each system. 

Two important points relating to Figs. 4.3.1 and 4.3.2 must be stressed here. First, 
system comparisons of passenger flow on one hand and vehicular flow and capacity on the 
other _do not lead to the same conclusion with respect to dominance of one system over 
another. It should also be noted that just because a system is capable of carrying a certain 
flow of pasSengers, it does not necessarily mean that it actua1ly carries that maximum. To 
illustrate this point, consider the private automobile: The passenger-holding capacity of a 
typical automobile is about five to six pa'isengers. But actual usage shows an average 
loading of 1.5 to 2.0 passengers per automobile, depending on the time of day, the trip pur­
pose, ahd other factors. 

The second point worthy of mention in connection with Figs. 4.3.1 and 4.3.2 is the 
fact that irrespective of how flow is considered (i.e., passenger or vehicular), there are 
ranges where one system dominates another, but there are also ranges where the reverse 
is true. Thus in many cases it is not possible to state unequivo~ally that one system is 
always superior to another. Differences -in safety regime, capital and operating costs, and 
system flexibility are among the variables that enter the calculus of choosing between 
systems. 

4.3.3 Fleet Size 

The number of vehicles needed to sustain a transit line flow of q vehicles per hour for a time 
period Tis affected by the fact that some vehicles may be able to traverse the line more than 
one time during 'f: A vehicular count over the time period Twill yield 

N = qT vehicles (4.3.1) 

some of which will be counted more than one time. Assuming that the round::trip time of a 
:;illgle vehicle is Trt• this vehicle will, on the average, traverse the line approxi-mately T!Trr 
times. Hence, to provide N vehicle departures during T, a fleet F of 

F =Nr;•) = qTn (4.3.2) 

is needed. 
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The average. round-trip travel t.i~e 'is the sum of the average travel times between 
stops plus the average dwell time at each st()p multiplied by the number of stops. The dwell 
time varies between 20 and 90 s, depending on the. geometry of the access gates (i.e., 
number, width of doors, existence of steps, etc.), the number and split of passengers 
processed (i.e., bo-arding arid alighting), arid the degree of passenger "packing." 

EXl\mple 4.1 

A transit line employing nonarticulated vehicles is expected to cany lO,(X)() passengers during the 
2-h morning peak period. Given a round-trip ti~e of 30 min and an average vehicle occupancy of 
75 pas..<;engers, calculate the hourly flow q and the number of vehicles F required to provide this flow. 

Solution The number of vehicular departUres needed to carry the given demand is 

10,000 
N ~ ---- ~ 133 3 75 .. or 134 departures in 2 h 

·The hourly flow is 

134 
q = ·· .. = 67 vehlh 

2 

Assuming that this flow is attainable, the number of vehicles needed is 

F = (67 vehlh)(0.5 h) = 33.5 

4.3.4 Transit Network Fleet Size 

or 34 vehicles 

In the preceding subsection we developed a simple formula tha"t can be Used to estimate the 
number of vehicles necessary to accommodate a known passenger demand on a single line. 
The calculation Of the fleet size needed to provide services on a large transit network con­
sisting of many transit lines is complicated by the fact that the travel desires of people vary 
by time of day and spatial orientation. Moreover, the selection of appropriate transit lines is 
a difficult task, which frequently results iri overlapping lines and tra.nsferring between lines. 
As a simple illustration of line overlapping, consider the two-line network of Fig. 4.3.3. 

The vehicle flow requirements for each link of the network are shoWn in parentheses 
for the inbound movement (i.e., toward node 3) and in brackets for the outbound movement 
(i.e., away from node 3). The two transit lines shown overlap on the link 2-3; hence pas· 
sengers on this link can ,choose either line. To accommodate the knmyn demand, the Ilne 
reqUirements must satisfy the following. conditions: 

and 
! 

N1 ~ 30 departures 

N11 ~ 20 

(4.3.3a) 

(4.3.3b) 

(4.3.3c) 

The problem then is to distribute the extra flow on link 2-3 (i.e., 80- 30- 20 = 30) between 
the two lines. This may be accomplished by minimizing the fleet size, for example, 

(
NT ·) minF=l f' (4.3.4) 



Part 1 Design and Operation 

4 

[10] 

(30) 

[80] (40) [10] (20) - -------- ----------·-----
3 2 1 

Line ', Service 

1 
1:1,2,3 
2:3,2,1 

2 
3:4,2,3 
4:3,2,4 

Figure 43.3 Transit line overlap, 
(From Papacostas [4.5].) 
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or because this minimizatjon woUld gen·6rally (avor shorter lines, by_some other iUle, such 
as distributing the extra flow to the overlapping Jines in proportion to the minimum needs 
according to constraints 433a and 43,3b [ 4.5]. Another option involves the introduction 
of a shuttle line between points 2 and 3. Computer-based' methods of transit network 
amtlysis are available in the technical literature [4.6]. · 

The level of service (LOS) definition for mass transit is complex. It incorporates a 
multitude of factors, such as geographic. coverage, on-time performance, scheduling and 
frequency of service, speed, comfort, safety, and security. The 1994/1997 Highway 
Capacity Manual [4.7] includes several tables on mass transit LOS. The·approach of the 
manual is much simplified since LOS is determined only on the basis of square footage 
available per passenger. Table 4.3.2 presents two such tables from HCM. 

TABLE 4.3.2 Examples of MasS Transit Level of SerVice Assessment. 

Peak-hour level of service 

A 
B 
c 
·D 
E (maximum scheduled load) 
F (crUsh load) 

Peak-hour level of service 

E-1 
E-2 (rrlaximum scheduled load) 
F (crush load) 

Passengers Approx . .ft2/pa<;s. 

0-26 
27-40 

. 41-53 
54-66 
67-110 
ln-115 

Approx. ft2/pass. 

15.4 Qr JT!cire 
15>f-10.0 
9.%7.5 
6.6-5'.0 
4.9-4.0 
3.9-3.3 
3.2-2.6 .. 

13\1 or more 
!3,0c8.5 
8.4-6.4 
6.3-5.2 
5.1-4.3 
<4.3 

"The maximum crush load can be realized in a single ~ar but not in eve;1 car ·on the train. 
Source: Transportation Research Board [4.7]. 

Pass'./seat 
(approx.) 

0.00--0.50 
0.51--{).75 
0.76-1.00 
1.01-1.25 
1.26-1.50 
1.51~1.60 

Approx. pass./Seat 

0.00"'0.65 
0.66-1.00 
1.01-1.50 
1.51-2.00 
2.01-2.50 
2.51-3.00 
3.01-3.80 
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4.4 TRANSIT SYSTEMS: INTERRUPTED FL0\11( 

4.4.1 Background 

Chap,4 

The movemeDt of a transit vehicle b~twCen stations can be described by the equations of 
motion covered in Chapter 2. A typical vehicle or train leaving a s-tation will accelerate to . . 
a cruising speed and maintain·that speed until the point when it must begin to decelerate to 
a complete stop at the next station. The distance apd time over which the cruising speed is 
maintained depend on the 'dist':mce between the two stations~ that is, the station spacing. 
Following a dWelling time at a station, the vehicle again enters its acceleration phase. 

Figure 4.4.1 illustrates the time-distance diagram of unifonnly scheduled arrivals and 
departures at a typical station. For simplicity, individual transit units are shown as·polnts. 
The identical decelerating, dwelling, and accelerating phases Of two consecutive units are 
shown in Fig. 4.4.1 (a) for the situation where only one unit is permitted to occupy the sta­
tion at any time. The headway between tw9 units, measured horizontally, is constant as long,. 
as it is measured between points when the two vehicles are, respe.ctively, in th6 same state 
(e.g .• entering the station, leaving the station, halfway in their dwelling phase). On the other 
hand. the spacing between units, measured vertically, varies with time. Figure 4.4.l(b) 
shows two consecutive units that are permitted to dwell at the station simultaneously. The 
time period shown begins during the dwelling phase of unit 1 and ends with the \feparture 
of unit 3. Unit 4 is shown to have anived prior to the departure ofunit3. The way in which 
headway and spacing are measured in this situation is identical to that of Fig. 4.4.1(a). 

--Headway---.; 

~Dwelling time1 

HeadWay----/ 

Time 

Fitiure 4.4.1 Transit station operations. 
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TQ.e minimum headway at wh,ich .Units-enter and exit a station is affected by the com~ 
bined effect of the dwelling time andthe number of units that can be accommodated at the 
station. simulrimeously-.. This minin:nlm station headway is most often longer than the min­
hnum headway tharis technologicallY attainable under uninterrupted conditions. 

4.4.2 Transit Stations 

The b3.sic element of a transit station is the _platform, where vehicles or trains stop to take 
on and drop off passengers. Although differing in geometric design and also in the termi· 
nology employed, all passenger-serving stations, including simple bus stops, rapid transit 
stations, harbors, and .3_irport terminals, share this basic element. A tei-minal is a large sta~ 
tion that accmi1modates high volumes of entering, leaving, and transferring passengers or 
freight. The physical facilities preceding and following the platform, on which vehicles 
dece1erate and accelerate, respectively, can be considered a part of the station. In addition, 
some station designs include vehicle-holding areas on either side of the platform to be occu­
pied by vehicles .awaiting-clearance to enter or exit the station. 

The nlaximum number of vehicles ·(and passengers) that- a station can process in a 
given period of time, that is, the station's capacity, depends on the numberand type of plat­
forms available, the desired level of safety, and related rules of operation. The length of each 
platf~ limits the maximum number of vehicles that can be accommodated simultane­
ously either singly or in trains. 

Station platforms can be either off·line or on-line. Off-line platforms branch out of 
- :the.-mainline so that when a local vehicle or train is at the- Station, allother unit that is not 

·Scheduled to serve the· station -ean proceed on the mainline. Because overtaking is not P.OS­

sible:at on-linf:-platfonn locations, vehicles that are not scheduled tnserve a station may" be­
delayed behind local vehicles serving the station, 

4.4.3 Single-Platform Capacity 

· The simplest type of transit station consists·of a single on-line platform capable of accom­
modating a train of N vehicles of length L and allowing only one train to occupy the plat' 
form at any given time. Figure 4:4.2 shows the operation of two consecutive trains of length 
(NL) from the moment when the first train begins its deceleration into the station to the 
rilomentwhen'the second tniin comes to a complete ·stop at the 1-itation, th_e location of which 
is shown onthe distance axis. Each train is represented by the two parallel trajectories of 
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its front and rear. The headway between the twp trains consists of three parts: the dwelling 
· time, the time it takes the first train to. clear the platform, and a "safety" clearance interval. 
A clearance i'nterval of zero tepiesellts·the l.i'miting situation when the secorid train reaches 
the 'front of the platforn:i at, the moment when the first vehicle clears it. The length of the 
clearance intetvat"is related to the level of safety associated with !he operation. The tech­
n\calliterature (e.g., [ 4.4]) discusses the details of safety-regime analysis ofstation opera­
tions for vari-ous teChnOlogies. For the purpos~s of this book, the-minimum headwaY under 
uninterrupted conditions for a desired safety regime (given by the reciprocal of Eq. 3.4.3) 
is Used as an approximatio·n for the length of the clearan-ce interval. The minimum station 
headway then becomes 

(
2NL)ll2 ( u u NL + x ) h(min) =T + -.- + 8+-----+ · o 

s dwell. ' an 2df 2dl ' u (4.4.1) 

where the second term represents the time it takes a train of Nvehicles to clear the platform 
while accelerating at nortrlal acceleration a, and the third to the last terms give the min­
imum headWay under uninterrupted conditions. 

Example4.2 

? 
. .c 

" .::-

~ 

Plot -the relation-ship_ between cruising speed arid station vehicle How for the system des~ribed 
in cOnnection with Fig. 3.4.2 for safety regime a. Assume a dwelling time. of 10 sand _a nOrn'tal 
acceleration of 8 ft/s2: · · · · 

SOlution. F<?r safetY regime a the following vehide maintains a spacing su~h that it can stop 
at nonnal deceleration in the eventuality that th~ ,leading vehicle stops "instantaneously.'1 Sub­
stituting in Eq. -4.4.1' gives 

. . . u ·. 20+3 
h (min)= 10 + (5.0) 112 +I+-~ 0 +.--. -

s 16 ,' u 

u 23 = 13.24 +- + ~ 
. 16 u 

( 
23)· I .... 

q = (3600) 13.24 + 
1
u
6 

+ -;;- - vehih 

This equation is plotted- ill Fig. 4.4.3. " 

Discussion The maximum flow. for _safety reg~me a Occurs at u- = '19.18 ft/s arid equals 
230 veh/h, whie;h is significantly below the capacity corresponding to uninterrupted ~nditions 
(see Fig. 3.4.2). 

300 

200 

100 

0 10 20 30 40 50 "60 70 

Speed (mil h) 

.. 
Figure 4.4.3 Transit vehicle flow and 

spee:d. 
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4.4.4. Other. Designs 

The capacity of a stqtion qm be enhanced by providing multiple parallel platforms, simul­
. taneous dwelling, off~lineplatfonris, and possible combinations of the three. Figure 4.4.4 
illustrates two possibilities. The first involves on-line simultaneous dwelling by platoons of 
three units, Whereas the second shows the case of n parallel platforms. It is noteworthy that 
the pattern of headways becomes more complex; in the case depicted by Fig. 4.4.4(a), the 
head ways within platoons are much shorter than the head ways between platoons. 

Platoon A 
~ 

B1.B2 B3 

Platoon B ,.....,.____, 

(a) Without bypassing, 3 stopping locations 

A, 

/~:----

/?'All "A" vehicles·can stop 
B' simultaneously and bypass 

n each other. 

(b) With bypassing, n parallel stopping locations 

Figure 4.4.4 Operation of stations with simultaneous standing. (From Vuchic {4.4].) 

4.5 HIGHWAYS: UNINTERRUPTED FLOW 

4.5.1 Background 

The general relationships among highway flow, concentration,.and speed were derived and 
interpreted in Chapter 3, which also illustrated the moving-observer method of measuring 
these variables. 

From the .. practical point of view it is often difficult to devote the resources ;;eeded for 
data collection and curve lifting for each specific highway segment under investigation. 
Moreover,- taking measurements on ·a facility that is under design is impossible before _it is 
actually built. Yet the designer must anticipate the operational characteristics of the facility 
in order to make prudent geometric design decisions. Such estimates .. are based on obser' 
vations of existillg facilities of similar types, ang practical methods of analysis and design 
that utilize these estimates have evolved and been codified over the years [4.1-4,3, 4.8, 4.9]. 
This-section S)lmmarizes the basic method by which the capacity of long segments of 
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highway facilities· can be assessed. Freeway analysis based on the Highway Capacity 
.. Manual (HCM) requires the examimition of three elements separately: basic segments (as 

defined earlier), weaving areas, and ramp junctions. Jhis section focuses on basic segments 
as ~Yell. as on extended segments. It pr~sents the procedure for an overalL assessment of the 
level of service ofabasic or an ext<m!'led· freeway segment, the latter having variable ver­
tical alignment features and a number of interchanges. Computer simulation with data in 

· short intervals (e.g., I to i~ min) covering an entire peak period (e.g., 6 to 10 A.M.) is rec­
ommended fora detailed look at a long section (e:g., two or more miles) of a freeway given 
that any bottleneck causes upstream propagation of congestion, which cannot be repre­
sented in the analysis of an isolated pipeline, weaving area, or rainp [ 4.~]. 

4.5.2 level of Service 

The fundamental diagrams of vehicular streams, q-k or u-q, enclose a region that subtends 
the. stream conditions meeting a certain safety level. It was also shown that the counter­
acting incentives'of safety versus speed tend to cause actual stream conditions to cluster 
around the curVe. Moreover, since the q-k and u-q curves were "backward bending," each 
level of flow q was shown to correspond to two distinct stream conditions on either side of 
capacity: one closer to free flow and the other toward traffic jam conditions. To capture this 
difference, the 1965 Highway Capacity Manual [4.8] introduced the concept of level of 
service, as illustrated by Fig. 4.5. I. The overall shape of this conceptualized relationship is 
the familiar u-q curve, except that the abscissa plots the normalized flow (or volume), that 
is, flow divided by the capacity of the roadway. The resulting volume-to-capacity (vic) ratio 
ranges from 0 to I. The area encompassed by the normalized u-q curve is divided into 
six subareas denoted by the letters A to F, each designating a specific level of service. 

The qualitative descriptions of the conditions that correspond to each level of service 
can be found in the BCM 2000 [4.3]. · 

Level-of-service A describes free-flow operations. Free-flow speeds prevail. Vehicles are 
almost completely unimpeded in their ability to maneuver within the traffic stream. Even at 

0 w 
VOLUME/CAPACITY RATIO 

,Figure 4.5.1 Levels of Service. 
(From Highway-Research 
Board [4.81.) 
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the maximum density for. LOSA,.the average spacing between vehicles is about !67 m [550 
ft], or.27 car lengths, which affords the motorist a high level of physical and psychological 
comfort. The effects-of incidents or point breakdowns are easily absorbed at this.Ievel. 

' . ' 
Level~of-:service B.'represents.reas~.:mably free flow: and free-flow speeds are maintained. 
The lowest average spacing between vehicles is about 100m [330ft], or 16 car lengths. The 
ability to maneuver within the traffic stream is only slightly restricted, and the general level 
of physical and psychological comfort provided to drivers is still high. The effects of minor 
incidents and point breakdowns are still easily absorbed. 

Level-of-service. C provides. for flow with speeds at or· near tbe free"flow speed of the 
freeway. Freedom to maneuver within the traffic stream is noticeably restricted· and lane 
Changes require .more care and vigilance on the· part of the driver. :Minimum average spac­
ings are in the range of 67 m [220 ft], or ! 1 car lengths. Minor incidents may still be1 

absorbed, but the local deterioration in service will be substantiaL Queues may be expected 
to form behind any significant blockage. · 

Level"of-service D is the level in which speeds can begin to decline slightly with increasing 
J;1ows and density begins to increase someWhat more quickly. Freedom tO maneuver within 
the traffic stream is more noticeably limited, and the driver experiences reduced physical 
and psychological comfort levels. Even minor i~cidents can be expected to create queuing, 
as the traffic stream has little space to absorb disruptions. At the limit, vehicles are spaced 
at about 50 m [160ft) or 8 car lengths. · 

LeVel~of-service E describes operation at capacity. Operations in this level are volatile, as 
there are virtually np.usable gaps in the traffic stream. Vehicles are spaced at approximately 
6 car leilgths, leaving little room to maneuver within the traffic stream at speeds which are 
still over 80 km/h [50 milh): Any disruption to the traffic stream, such as vehicles entering 
from a ramp or a vehicle _,changing lanes, can establish a shock wave that propagates 
throughout the upstream traffic flow. At capacity the traffic stream has no ability to dissi­
pate even the most minor disruptions, and any incident can be expected to prOduce a serious 
breakdown with extensive queuing. Maneuverability within the traffic stream is extremely 
limited, and the level of physical and psychological comfort afforded the driver is poor. 

Level-~f-service F describes breakdowns in vehicular flow; Such conditions generally exist 
within queues forming behind breakdown points. Breakdowns occur for a number of reasons: 

'9 Traffic incidents can cause a tempOrary reduction in the capacity of a segment, suCh 
that the number of vehicles arriving at the point is greater .than the number of vehi" 
des that can move through it. 

• Points of recurring congestion, such as merging Or weaving areas and fane drops, 
experience very high demand in which the number of vehicles arriving is greater than 
the number of vehicles discharged. 

• In forecasting situations the projected peak-hour (or other) flow rate can exceed the 
estimated capacity of the location. 

The foregoing description of the six leVels of service reveals sev~ral interestin'g facts. 
First, level-of-service E around maximum floW or capacity.dOes nOt correspOnd to accept­
ably comfortable and convenient conditions from the point of view ofthe driver. Second, 
as the description of level-of-service A implies, the specific u-q curve a[ld the actual 
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.capacity .of a xoodw.ay depend un .its .:physical· and operating .characteristics. The former 
·include -items <~nch as grades am!J s~gl1!t distaRces, as described in Obapter .2, .and the latter 
include factors such:as posted ·speed hmits :ond vehicle :mix. Third, .along the q-q curve, 
each level ,of ·servioe:comstitutes .axange.of speeds :and £lows cdernarcated by upper:and lower 
.limits in the ·values ·of,concenttation, as illustrated :in 'fig. 4:5..2. 

-4:5:3 •Freeway >Base •Cemditioms 

'ifhissubsecti"n inlmduces lheprocedme xecornm.endedby.theiliiCM~OOO [4.3] forthe cal­
·Ct+lation -offue level .afserVJice .of.a;g:eometiically ;uniform -section ,of. a 'freeway. The proceM 
idure ,estimates :the density ,cf .a 'ifue.ew.ay jn terms of ~passenger-ear equivalents under the 
J0HCJwing ''lba:se ·Conditicms~,. .and ·-then 'm0difies :this :estimate :to -capture ·the effect of .any 
deviations 'from the :base .comiiticms that ;are ·present .at the 'freeway ·-section under -study: 

· ' J.2cft minimum lane wiclth 

• 6cft rninirnum:right side 1atera1 clearance .between the edge of the travel ·lane:.and the 
·. nearest objec.nhat:.influences .driving .hebaviqr 
,. 2~ ft .minimum .lateral.clearance· . .froin 'the 1eft..:side median 

· e All-pass.enger-car:.traffic .composition 

• Five or·moreJanes pendixection•(,urban,freeways only) 

Access spacing of2·mi or:greater 
'• Level tenain (grades-no greater·than2%) 

• Driver population consisting mostly of regular users of the facility (commuters) 

Adjustments to these conditions yield the prevailing freecflow speed as.explained..in 
the following subsection. Prior to this, however, the definitions of volume, flow rate, and 
peak-hour factor _are ·given.next. Volume-is defined as 

the·number of vehicles passing a point on-a:highway. or highway lane during one;hour, 
, expressed as vehicles· per hour'[4.8]. · . 

whereas. rate.of flow. is defmed as 

u 

the number of vehicles' passing a point on. a· highway or highway lane during some 
period of time less t.I?an one hour, expressed a::; an equivalent rate in vehicles per hour 

.. [4.9] (empl1asis added by the au tho"). 
. ~ 

E 

Figure 4
1

.5.2 Level of service, speed, flow, and 
l!i§£::::..======---'---------:q density. 
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. Thus if 100 vehicles were counted during a 5-min period,. the· rate· of flow would be 
TOO vehiCles per 5-min period times twelve 5-min periods.perhou< equals 120.0 veh/h. The 

. actual volume V counted during the entire hour to which the. ab0ve 5-min period belongs 
may or may not equal 1200 ~eh/h. The consecutive 60 min(l-h period) of the day when a 
highway experiences thehighyst vqlt~ine asjust defined.is.known as the peak hour. The ratio 
of the peak-hour volume to the maximum rate of fl.ow computed, on the basis of an interval 
t within th!O'peak hour is known as the peak-hourfactor(PHF), Thus, given a volume V and 
a maximum rate of flow q based on a set interval t less than 1 h (e.g., 5 min), the. peak-hour 
factor is 

v v 
PHF = c- = c-::-c~ 

. q N,(60/t) 
(4.5.1) 

where N1 is the maximum i1uinber of vehicles.counted.during any. interval i within the hour. 
The PHF is a measure of demand unifoimity or demand peaking, as the following exam­
ples iilustrate; 

Example 4.3 Uniform De"mand 

AsSume that 50 vehicles were counted during each-of all possible_.s~min intervals during the 
peak hour._Compute the PHF. 

Solution The total number of vehicles that were counted during:the entire hoUr was 600 vehi- -
cles. Thus 

V = 600 veh!h 

The rate of flow based on the maximum number of vehicles_observed during any 5-min period 
was, according to the deilorninator of Eq. 4.5.1, · 

. (60) q =50 5 = 600vehlh 

Hence the PHF is 

. 600 . 
PHF = iioo = 1.00 

Example 4.4 Ex_tremely Pe3ked Demand 

Consider the extreme case where 250 vehicles were COWlted:duri:iJ.g a 15-min interval and no 
vehicles were observed during the rest of the hour. 

Solution '!be cOunted vol':l-me was 250 vehlh. On the otheFhand, the rate of. flow baSed on 
the 15-rnin inteJ,Yal was 

HenCe the PHF is 

. (60) 
. q= 250\ts = lQOOveh!h 

250 ' 
PHF = -- = 025 . 1000 . 
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DiscusSion The two .examples Calculated'the PHF for two (unrealistically) extreme condi~ 
tions ilnd found that for an abs_olu~ly .uniform demand the PHF is ·equal to unity, whereas for 
an ahso~utely peaked deffiand (i.e., the._eiltire-hourlYvolume observed during a 15~min period), 

. it was 0.25. Jn -realistic conditions.the PHF would lie between these limits: The closer it is to 
unity, th.e more uniform the demand .and, converselY, the closer the PHF is to zero, the more 
peakec;l the demand will be. It can easily 'be,shown that the theOretical lower bound of the PHF 
is 0.25 when tis taken to be 15 min. In the.discu'ssion that follows, the tennflow-.denotes the 
rate of flow. ~onsequently when hourly volumes are given, they must he c~mverted to flows by 

v 
q = PHF 

HCM 2000 notes that on freeways typical PHF values range between 0.80 and 0.95. 

4.5.4 Freeway Capacity and Level of Service 

The technical literature contains highly refined procedures for incorporating the above (and 
other) factors in the study of freeway segments. Only a rough outline of these procedures 
is included here to familiarize the reader with the rationale of the method. For the sake of 
clarity the notation used in the following paragraphs is partly the authors'. 

Figure 4.5.3 presents the speed-flow relationship per freeway lanefor several freeway 
designs, defined by the design speed and the number of lanes available under base condi­
tions. The design speed is the. speed used to design the facility (see Chapter 3) and not the 
posted speed limit. The figure shows that under base conditions, the capacity of a freeway 
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Figure 4.5.3 Speed-flow relationship under base col:tditions·. 
(From Transportation Research Board (4.1].) 
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laneis about 2000 passenger cars pet hour (pclh) for design speeds of 60 and 70 milh 
andabout1900 pc/h for design speeds of 50 min/h. 

Table 4.5.1summarizesthe·speed, flow, satilration, and density levels corresponding 
to the Six leyels of service for the ·same freeway designs. In each case capacity corresponds 
to the limiting flow for level:of-service E. With appropriate adjllstments, the values found 
in the table can be used either to analyze the conditions prevailing on a particular facility, 
that is, to determine the operating level of service when the number of lanes and the actual 
freeway volume are known, or to design a facility, that is, to determine the number of lanes 
needed to accorml?odate a give~ volume under a desired level of serVice~ 

As mentioned earlier, density is the measure of effectiveness. that primarily deter­
mines the level of service of basic freeway segments (pipelines) as well as extended freeway 
segments. In the later applications, apprmtimations .of terrain and interruptions by inter­

. changes (on- and off-ramps) are made. Once density is known, the LOS is determined based 
on the ranges in Table 4.5.!. Density is estimated as follows: 

where 

v 
D =--"-

S 

VP = flow rate in pclhlln and is estimated with Eq; 4.5.3 

S free-flow speed, estimated with Eq, 4.5.6 

where 

TABLE 4.5.1 Freeway Segment LoS 

v 
Vp= ==-=-c-

PHF · N · fHv ·fdp 

V = volumein veh/h 

PHF = · peak-hour factor • 

N ,;, number of lanes 

Level of service 

Free-flow 
Criteria A B c D 

spe<>d..(milh) 

Density range (pc/milln) 0-11.3 11.3-17.7 17.7-25.8 25.8-35.4 
Minimum Speed (milh) 56 56 56 55 

55 Maximum saturation (V/c) 0.28 0.44 0.64 0.87 
Maximum flow rate (pc/hlln) 630 990 1440 1955 

Millimum sPeed (milh) 68 68 67 60 
70 Maximum satur~tion '(VIc) 0.33 0.51 0.74 0.91 

.. Maxii:nuril flow rate (pc/h/ln) 770 1210 1740 2135 

Source.~· TransPortation Research Board· [4.3]. 

(4.5.2) 

(4.5.3) 

E 

-· 
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fliv 

where 

Capacity and Level of Service Analysis Chap. 4 

heavy vehicle factor and estimated with Eq, 4.5.4. Note that unlike earlier 
versions, ·HeM 2000 conibines trucks and buses because there' was evidence that 

. they do 110t perform differently in freeway traffic (ET = E8). 

driver population factor;itranges from I, which corresponds to all-commuter 
motorists on the freeway (high familiarity) to 0.85 in the pres,ence of many 
unfamiliar motorists such as tourists and travelers. 

hw = I + P (E - I; + P (E '_ I) T T R R , 
(4.5.4) 

PT = proportion of trucks and buses in traffic 

PR = proportion of recreatiOnal vehicles in traffic 

ET passenger-car equivalent for trncks and buses 

ER passenger-car equivalent for recreational yehicles 

For specific basic (pipeline) segments one should refer t.o HCM 2000 tables for 
deriving passenger-car equivalencies based on length of segment, uphill or downhill grade, 
and percentage of heavy vehicle traffic. For extended freeway segments the HCM includes 
the following simple passenger-car equivalencies: 

Factor Level ·te~ain 

1.5 
1.2 

Rolling terrain· 

2.5 
2.0 

Mountainous terraiit 

4.5 
4.0 

At this point VP can be estimated for subsequent use in Eq. 4.5.2. Next step is the esti­
mation of the free-flow speed, which also can be estimated in the field by collecting speed 

.·samples under free-flow conditions (i.e., LOS A or B.) One should be careful not to bias 
the speed data collection process by causing rubbernecking (e.g., highly visible crew on an 
overpass), lateral displacement (e.g., vehicle or Observer o~ the shoulder), or use of 
radar/laser speed-measuring equipment (which can be detected by in-vehicle devices.) All 
these introduce a downward bias to the speed sample. 

Alternatively, the free-flow speed can be estimated as follows: 

FFS = BFFS - fLw - Ac -IN -liD 
where, 

FFS free-flow speed in milh (shown asS in Eq. 4.5.2) 

BFFS = base free-flow speed, typically 70 mi/h (110 km/h) 

Aw adjustment for Jane width shorter than 12ft 

Ac = adjustment for lateral clearance shorter than 6ft on the right side 

IN = adjustment for Jess than five lanes per directiqn on urban freeways 

(4.5.5) 

frn = adjustment for the density of access points per mile (interchange density) 
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Factors kwJLcJN, andfm can be estimated with the use of tables in HCM 2000. 
Alternatively, these factors can be described by simple equations that, if substituted in Eq. 
4.5.5,result in the followingco~prehensive equation: 

where 

S = B.FFS 
) 

'-- 3.1 X (12 W)L77 

- (2.4 - 0.4 X LC) 

- (7.5 - 1.5 X N) 

+ 4.4 - 8.45 X ACCESS 

W = lane width (10 or 11 ft) 

LC = lateral clearance (from 0 to 5.9 ft) 

N = number of lanes per direction (2, 3, or 4) 

ACCESS = number of interchanges per mile (from 0 to 1.9) 

Example 4.5: LOS Estimation 

(4.5.6) 

An extended freeway segment with hugely level terrain has an observed free~flow speed of 
approximately 110 krn/h, three lanes pef direction, a 3-ft lateral clearance, and about one inter­
change per mile. It has an observed volume of 3080 veh/h with correspondini-PHF = 0.88 and 
154 trucks and buses, and no recreational vehicles. An all-commuter motorist composition may 
be assumed. Estimate the LOS for this set of conditions. 

Solutiop. Given the level terrain-and 5% trucks and buses, first we apply Eq. 4.5.4: 

I 
f, = . = 0.976 

HV I + 0.05(1.5 ~ I) 

Then we appl)r Eq. 4.5.3 to estimate Vp: 

3080 
V = = 1195 vehlh 

P 0.88 X 3 X 0.976 X I 

estimation of the free-flow speedS is the next step; we emplOy Eq.- 4.5.6: 

S = 70- 5.5 - 3J X (12- 11)1.77 + 0.4 X' 3 +'!.5 X 3 - 8.45 X l '= 58.7 milh 

LOS is determined by estimatillg density with Eq. 4.5.2: 

D = 1195 + 58.7 = 20.4 pclhli 

Refeiring to T3ble 4:5.1, we conclude that Underthis.set of cOnditions the Lbs' is C. 

· '4.5.5, Freeway. Congestion Quantification 

Although the level of service may be seen as a representation of congestion, other measures 
;rre available for assessing the level of congestion of a freeway or street. Sfl!llple metrics of 
congestion include the following: · 

• Travel rate·in minutes· per mile 
• Delay = [actual travel time] - [acceptable travel tinie] 
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• Relative delay= [actual travel tiine] 7 [acceptable travel time] 

• Total delay in vehicle homs 

Corridor mobility index = [passenger volume] X [average speed in mi/h] + 
[normalizer]* 

.'Accessibility= :l:{[objective ability to reach opportunities "o" (jobs, retail, enter­
tainment, etc.)]with [actual travel timeL <[acceptable travel timeL} 

Note that acceptable travel time varies by the type of opportunity; for example, a 
woman may be willing to travel up to 90 min to her job but less than 20 min to a movie 
theater. 

Congestion of a freeway may be quantified by estimating the prevailing or operating 
speed. The Manual on Uniform Traffic Control Devices [4.11] specifies that: 

A good measure of recurring freeway congestion is freeway operating speed. An early 
~ indication of a developing congestion pattern would be freeway operating speeds less 

than 50 mph, occurring regularly for a period of half an hour: Freeway operating speeds 
of less than 30 mph for a half-hour period would be an indication of severe congestion: 

I The average freeway operating speed on a typiCal day can be estimated as follows [4. 10]: 

where 

ADT 

ACCESS 

SPH = 91.4- 2.0 ADT- 2.85 ACCESS 

peak-hour speed, in mi!h 

measme of annual daily traffic per lane, in fbousands 

number of access points per mile 

(4.5.7) 

For example, the westbound !-294 freeway has four lanes, ADT = 82,000, and six 
on- and off-ramps on a 2.5-mi section. Given this set of conditions, the peak-hour speed is 
estimated to be 

91.4 - 2 X 82 + 4 - 2.85 X 6 + 2.5 = 43.56 mi/h 

This suggests that the freeway segment is congested throughout the peak hour, but hot severely, 
General discussion .on the subject of mban traffic congestion can be found in Sec­

tion 6.4.2. Quantification of arterial street congestion is covered in Section 4.7 .5" 

4.5.6 Capacity Restrictions 
. . 

'J:')Ie preCeding subsection dealt with the uninterrupted flow of vehicles on long freeway sec' 
tiOns. Under these circumstances variations in flow conditions and stoppages are-possible. 
as a result of nonrecurring random events or incidents, such as accidents, spill~d loads; dis.-· 
abled and slow-moving vehicles, and other extraordinary events. In addition, geometric 
restrictions give rise to high concentrations, or congestion, along the stream channeLThese . 
include reductions of capacity. at lane drops (i.e., at points. where the number oflimes 

*Normalizer is' equal to 25,000 for streets and.l25,000.for freeways .[4:10]. 
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de~~eases ); ~t pOintS of ~~pt alignment changes, and at locations wher~ two streams come 
together, such as merging areas. When ·the approaching volume (i.e., the demand) exceeds 
the capacity of these locations, conditions of high density begin to appear upstream, and 
shock waves develop between these conditions and the approaching flow farther upstream. 
'!;he dtiration and the severity of the congested flow depend on the degree of capacity reduc­
tion and on the pattern of demand over time. The high-density platoon may spill into sim­
ilar conditions at adjacent capacity restrictions. Because such restrictions are permanent in 
space and the demand for travel exhibits a daily regularity," these effects are recurring events 
that take place during the regular periods of high demand [4.10]. 

4.6 HIGHWAYS: INTERRUPTED FLOW 

4.6.1 Background 

The most common interruption of highway flow, especially in urban areas, is the at-grade 
intersection where a common space is shared by several traffic streams. The conflicts 
between streams may be reduced by either separating them in space (i.e., by .constructing 
overpasses) or separating them in time (i.e., by interrupting each stream via signal controls). 
To maintain a smooth.progression of traffic through intersectional areas, the geometric 
design of intersections frequently includes the addition of regular and special turning lanes. 

· 4.6.2 Types of Signals 

The typical (raffle signal controlling an intersection provides a sequential display of the 
green, yellow, red, and special indicationS, such as single or combined· turning arrows, to 
each approach. One complete sequence of the signal displays constitutes the signal cycle, 
the duration, or length, of which is equal to the sum of the durations ofits components. 

Traffic signals are pre timed or demnnd-actuated [4.12-4.14].. Pretimed signals repeat 
a preset constant cycle. Demand-actuated signals have the capability to respond to the pres­
ence of vehicles or pedestrians at the intersection. They are equipped with detectors and the 
necessary control logic to respond to the demands placed on them. Ensuring a proper clear­
ance interval between the green and the red phases (see Section 2.3,2) is part of this logic. 
semtactuated signal controls are implemented'at intersections of a major 3nd:a miTior street, 

, with the de.tectors placed only on the minor street approaches to the intersection: The 
. heavily used major street is given a guaranteed green display, which is· interrupted only 
·when either vehicles are detected on the lightly used minor street or when pedestrians press 
the push button to cross the major street. ,. 

Fully actuated sign~ls employ detectors on all legs of the intersection and are app!i­
. cable to intersections of streets that carry about equal but fluctuating flows. Volume-density 
·controllers are capable of sensing more detailed demand information. Complex, .signal con­

. trol systems employ a central computer to control the flows on large highway networks. 
Special types of demand-actuated signals recognize and give priority to particular classes 
of vehicles, such as city buses or emergency vehicles. . . . 

Arterial street intersection ~ignalizatitm includes isolate.d intel-section control, arterial 
system (also known as open network)control, and network system (or closed network) control. 

Generally speaking, isolated intersections are located more than about half a mile from 
~ther intersections. As a result, vehiCles arrive at the various approaches to the intersection 
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nindomly, and this pattern. of arrivals is best suited for demand-actuated .controL At high­
speed (i.e., above 35 mph) isolated intersections, volume-density control (described later) is 

· most a:pprop1iate. 
AO arteiial s,Yst~m Consists of a SefjeS of intersections, usuaUy along a major street, 

that require tirhe Coordination to improve th~ efficiency of flOw. Depending on the r:elative 
volu~es hetwwn the arteriai and the cross sireets, either pretimed or demand-actuated con­
trol may be appropriate. 

A network system typically takes the fohn of closely spaced intersections in a grid 
pattern such as that found in central business districts. Most of the intersections on the grid 
~equire signal control. Because of the considerable interactions between the intersections, 
pretimed signal control is most prevalent. Semiactuated control is sometimes employed at 
midblock pedestrian crossings and alley exits. 

4.6.3 Signal Detectors and Controllers 

In !976 the National Electrical Manufacturers Association (NEMA) promulgated aStan­
dar~s Publication relating to the various components of traffic control equipment and func­
tional specifications. A revised NEMA standard, issued in 1983 [4.!5], covers vehicle 
detector systems, basic and advanced signal controilei units, interface (i.e., input and 
output) standards, solid-state flashers, and other signalization devices. 

The most common type of vehicle detector used in the United States is the inductive 
loop detector, which employs a wire sensor loop embedded in the roadway pavement 
Figure 4.6.1 illustrates two such loops, one for each of two traffic lanes. A vehicle within 
the detection zone of the sensor affects the magnetic field of the loop by oausing a decrease 
in its inductance. A loop detector unit, which energizes and monitors the loop, responds to 
a preset decrease .in inductance and sends an output signal to the controller unit. The· sensi­
tivity of the sensor can be adjusted by selecting the magnitude of the inductance drop 
caused by a vehicle that would generate an output signal indicating the presence or the pas­
sage of a vehicle. NEMA specifications require a· sensitivity to detect small and large 
motorcycles and automobiles causing a signal reduction of 0.13, 0.32, and 3.2%, respec­
tively. Thus vehicles occupying the detection zone may be classified according to the mag-
nitude of the inductance drop they cause. ' 

Vehicle detectors can be used to accomplish several functions, the two most basic 
being passage detection and presence detection. Passage detection is accomplished with a 
small loop that is occupied only briefly by a moving vehicle. In this case a short-duration 
pulse is generated to signal the vehicle's passage. Presence detection is accomplished via a 

Figure 4.6.1 Example of inductive loop 
detectors. r 
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fo~~g loop 'or a series uf interconnected short luops as shown in Fig .. 4.6.2. The fig= also 
shows that a 'cumhination ofshort loops spaced at an nppropriate distance apart may be used 
tu respond to vehicles approaching ~t various speeds. ' 

NEMA [4.15] uses the term "detector mode" to describe the duration and conditions 
. of the channel ot>tput of a deteclor. [n the case of presence detectors four modes are speci­

fied: Puise mode refers to the case when the detector produces a shortnduratioo pulse when 
vehicle detection occurs; controlledoutputrefers to the case when a setnduration pulse is pro­
duced, irrespective of the length of time over which a vehicle occupies the detection zone; 
continuous· presence mode refers to the operation when the detector output continues as long 
as at least one vehicle occupies the zone of detection; and limited-presencf mode corre­
sponds to the ope~tion when the output continues for some limited period if vehicles remain 
within the detection zone. Among the many features of a standard NEMA detector system 
is the ability, when selected, to delay its output for a certain period of time and to inhibit the 
output if the actuating vehicle leaves before this time expires: This featui~ is useful in situa­
tions where fight turns on red are permitted because it helps to avoid the situation of 
changing a signal phase for a vehicle that has already departed. A feature allowing the exten­
sion of the detector output for a set time after the vehicle's departure is useful in permitting 
sluggish vehicles (e.g., slow trucks) to clear the intersection prior to a signal phase change. 

The controller unit is the "brain" of a traffic controller system: It receives "calls" from 
the detectors and interfaces with the signal display equipment to provide for the sequencing 
and timing of the traffic signal displays. NEMA provides physical and functional standards 
for basic and advanced units to ensure compatibility between the products of various manu­
facturers. Some manufacturers, however, offer certain features beyond the NEMA standard. 
In addition to the most common NEMA controller assembly, a system known as Type 170 
was developed jointly by the states of California and New York. This and updated versions 
(Types 179 and 2070) involve the specifications for, a general purpose microprocessor 
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of loop detectors: (1) two sets 
of loops, 60 ft apart for 30- to 
35-mph speeds; (2) two 
6- X 8-ft loops to detect 
driveway activity; (3) long 
loop for presence dete<:~on; 
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loops 80ft ?-Part for 40-mi/h 
speeds; (6) two 6 X 6-ft 
loops for pulse operation; 
(7) diamond loops for 
presence detection; 
(8, 9) petlestrian and bike 
crossing button. 
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controller [4.16]. Tiie functionality of the system is implemented through software rather 
·t)lan through the specific switch-settingoptiorts· provided by the NEMA controller, Both 
types of controller units are, capable of i"'pleinenting? variety of phasing and timing strate­
gies, including pretimed (fixed) and comp!ex·actuated control schemes. 

Two fundamental concepts that aid the understanding of the operation of traffic signal 
controllers are the definition of the terms "phase" and "ring." A plwse is defined as con­
sisting ofthe green interval, the yellow interval, and where applicable, the subsequent short 
red (clearance) interval that are associated with a combination of movements which are 
always given the right-of-way simultaneously. As will be explained later, modern actuated 
controllers are capable pf displaying two phases afthe same time. It is thus easy for a casual 
observer of a traffic signal to think of tbe two simultaneously displayed phases as a single 
phase, even \bough under alternate traffic demand conditions the controller hastbe ability 
to display tbe two phases independent of each other. A phase is said to be active if any of 
its tbree component parts is being displayed; otherwise the phase is inactive (red). 

A ring is defined as a sequence of phases in the order in which they would be displayed 
if demand existed for all of them. A single ring may contain from two to four such phases. By 
convention the phases in a ring ·are designated by the Greek capitalletrer phi (for phase) fol­
lowed by a phase number (e.g., <1">1). Figure 4.6.3 illustrates the phase designations for a two-, 
tbree-, and four-phase ring. The wraparound arrow shows the direction of tbe phase sequence. 
lf the signal were to operate in a fixed timing patrem, each phase would be displayed in 
sequence and would be of the pretimed duration. If the signal were to operate in the actuated 
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FiPre 4.6.3 Examples of single~ring operation. 
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,;,ode, the duration of each phase would depend on the traffic demand placed on it (see below), 
For each .ofthe three rings shown in .Fig. 4.6.3 a typical phasing example is presented. Each 
phase shows its associated movements. The dashed straight-line segments that appear in con­
nection w1th some of the illustrated phases indicate the pedestrian movements that are allowed 

. · duririg each of those phases. 
·For more complex phasing patterns dual-ring controllers are used. These consist of two 

parallel four-phase rings as shown in· Fig. 4.6.4, so that a maximum, of eight phases can be 
defined. The two rings allow for the possibility of displaying two phases concurrently, one from 
each ring. However, the two rings are interlocked at two reference points (also known as bar­
riers)! The two rings are forced to cross these barriers simultaneously. In other words phases 2 
and 6 on one hand and 4 and 8 on the other must terminate concurrently. This is required to 
avoid conflicting movements that are typically found on opposite sides of the barriers. 

Obviously it is critical when defining the movements associated with the. various 
phases to avoid conflicting movements between the phases defined for the two rings that lie 
on the same side of a barrier. Figure 4.6.5 illustrates a typical two-ring phasing scheme 
known·as a "quad left" operation. A mode of operation that requires that one phase from 
each ring must always be active is known as the dual-entry mode of operation. By contrast, 
a single-entry mode allows for only a phase belonging to one ring to be active, whereas all 
phases of the other ring could be inactive in the absence of cal1s for phases in the other ring. 

Figure 4.6.6 illustrates the possible phase combinations that would result under dual­
entry operations. Of note is the fact that based on the traffic <Ji,maitd placed on the various 
phases on the same side of a barrier, alternate phase display combinations are· possible. For 
example, if the demand for left-tum phase 5 is larger than for phase I, phase 5 would con­
tinue to be active in combination with phase 2 after the termination of phase1l. If on the 
other hand the demand fo~ phase I is greater than for phase 5, phase I will be displayed 
concurrently with phase 6 after the termination of phase 5. Finally, if the demand for phases 1 
and 5 is equal,. the next combination to be displayed would consist of phases 2 and 6. In this 
arrangement phases 2 and 6 must terminate concurrently irrespective of their relative 
demands because of the barrier constraint; otherwise unacceptable conflicting phases (such 
as 2 and 7 or 6 and 3) could result. A useful way of visualizing the relationship between the 
dual-ring phasing diagram (such as Fig. 4.6.5) and the resulting phasing combinations haS 
been suggested by McShane and Roess [4.17] as illustrated in Fig. 4.6.7. In that figure the 
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Figu~ 4.6. 7 The ring concept applied to an eight-phase roller. 
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Figure 4.6.8 · Basic parameters for green timing uDder actuateQ. control 

: 

"length" of each phase is proportioned according to a possible demand pattern subject to 
the barrier constraints; the corresponding phase display combinations are clearly seen. 

In the preceding discussion reference has been made to the ability of actuated cone 
trollers to adjust the duration of phases based on the corresponding traffic demand. An 
exhaustive coverage of how this is accomplished is beyond the scope .of this book and only 
the basic principles are presented next In the simplest case the duration of the green com­
ponent of a given phase may be thought of as consisting of a minimum green and an exten­
sible portion as illustrated in Fig. 4.6.8: When the phase becomes active, the preset minimum 
green is displayed, and depending on the gaps between detector actuations for that phase, 
green is extended by the passage time, also known as the vehicle extension. This interval rep­
resents the time required by a vehicle to travel the distance from the detector to the stop line. 
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This is illustrated in Fig. 4.6.8, where the abscissa represents time and the bullets designate 
the times of vehicle detection. The maximum green limits the length of the extensible por­
tion. In the case of NEMA controllers the maximum green begins to time when a service­
able conflicting call is received rather" than from the onset of green. In the case shown 
continuous demand is present and the .green "Il?-axes out." If any one of the extensible por~ 
tions were to expire without a vehicle actuation, the phase would have "gapped out." In the 
case just described the minimum green was assumed to be fixed at a preset duration. NEMA, 
however, provides for a more complex possibility where the initial green (prior to the exten­
sible portions) is variable and consists of a minimum initial interval plus an additional 
interval that depends on the number of vehicles that are queued prior to the onset of green. 

The two most common methods used to extend the green in response to vehicle 
demand are point detection using short loOps (known as conventional detection) and long 
loop presence detection (also referred to as loop-occupancy detection). 

short loop 

X 

In the case of point detection a short loop is commonly placed at a distance x upstream 
of the stop line that would be traveled by a vehicle at the selected approach speed in 2 to 5 s 
as shown in the preceding diagram. Tills time interval is known as the passage time and is 
equal to the vehicle extension (or unit extension) interval. The basic idea is to extend the 
green by this amount for each actuation during the green phase so as to allow the detected 
vehicle to reach the intersection. In other words, when the green phase for this movement is 
active, a vehicle that actuates the detector will need this amount of time to reach the stop line. 
Tills is the reason that an actuation resets the timingof the vehicle extension interval as 
shown in Fig. 4.6.8. A gap:out would occur when the passage time elapses without an addi­
tional actuation and a call for service is waiting on an inactive (i.e., red) conflicting phase. 

- longloop 
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. Extension of the gree:n intervai with presence det~ction '.!Sing a long loop (or a series 
.·of interconnected short loops to obtain the same effect) is illustrated. A long loop of length 
Lis placed with its trailing edge.at a short distance x from the stop line. Thus the vehicle 
interval'required to travel the distance xis relatively short (typically 0 to 1.5 s). In this mode 
of operation the vehicle in.terval is held at its beginning (i.e;, the green indication is sus­
tained) as long as a vehicle occupies the loop's detection area. The required length of the 
loop is determined by the formula 

where 

Lo= 1.47V(G-V;)-L, 

L = loop length, ·in ft 

V = approach speed, in mi/h 

G = desired allowable gap, 2 to 5 s 

V; :::::: vehicle interval to travel d.istance x, in s 

L, = average vehicle length (usually 20ft) 

1.47 = conversion factor from mi/h to ft/s 

In other words the desired gap is exceeded when no· vehicle occupies the loop in which the 
controller uni~ can service a call waiting on a conflicting phase. 

As a general rule, the duration of the minimum green interval is related to the distance 
x from the trailing edge of the detector to the stop line. The minimum green interval is 
selected so as to allow vehicles that were stored within this distant~· to enter the intersec­
tion, allowing for a start-up delay after the onset of green. A commonly used equation for 
estimating the duration of the minimum green is (4 + 2n) seconds, where n is the number 
of vehicles that can be potentially stored within the length x. This equation assumes a 
startup delay of 4 s and 2 s discharge headway between vehicles. In the case of long loop 
presence detection, the minimum green can be close to .zero if the loop is plilced near the 
stOp line. However, in cases where pedestrians are pemritted to cross $e interSection con­
currently with a green display the duration of the minimum green is controll~d by pedes-
trian crossing time (see Section 4.6.4). · 

The maximum green interval can -be expressed in. terms of a limit to vehicle exten­
sions as shown in Fig. 4.6.8. It is typically set between 30 and 60s based on analysis. Some 
agencies specify the maximunr green to be approximately L5 times the required green as 
computed for pretimed signals (see Section 4.6.4). One reason! that a maximum green 
interval is specified is to avoid exce.ssive delays and queues to vehicles calling for service 
on conflicting phases; 

As described earlief_-ihe duration of the minimum green interval is set to allow vehicles 
queued between the detector' and the stop line to be serviced. In the case 'of high-speed 
approaches (i.e., above 35 mi/h) with point detection, thi& distance x can potentially store a 
large number of vehicles, implying a lengthy ntinimum green. Consequently green time 
would be wasted whenever a smaller number Of vehicles actually accumulate during red. lil 
such cases a volume-density mode of actuation is usually e!Ilployed. This mode has two spe­
cial features. First, it employs detectors that are capable of cotmting the number of vehicles · 
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. arriving during. red and;. optionally. yellow .. · Second, the volume-density mode employs. an 
advanced. NEMA feature known as. the gap reduction function. 

· In the·cai;e ill,ustrated.in• Fig; 4.6-.8 the. duration of the gap between· vehicles that would 
cause a gap"oui is fiJ>ed. By contrast. the gap· reduction feature provides for a reduced gap 
between vehicle actuations·. At the start of a green phase the gap that can trigger a gap-out 
is setal its maximum value. After a specified delay following a call for a conflicting phase, 
this gap begins to decrease. with time· (see Fig: 4.6.9). The gap is not allowed to decrease 
below- a minimum value. Depending.- on vehicle' demand, a gap-out can occur at the-max-
imum, the minimum,. or any of the intermediate-levels. · 

Other- colltroller functions include the provision for -pedestrian "Walk" and clearance 
(i.e·., flashing "Don't Walk") displays and several options relating to storing and recalling 
information relating to detector calls for future use. A feature known as detector (or locking) 
memory allows the detector to remember a call placed during red even if the actuating 
vehicle has lefrthe approach during red as it. often happens when right-tum-on-red (RTOR) 
is permitted .. Locking memory (sometimes called memory on) is employed with point detec­
tion because-the system has no knoWledge of the. movements of vehicles after they enter the 
space betweene the detector and the stop linec Consequently the controller would provide a 
gr:een indication at the· next opportunity in orderto serve any vefticles occupying that space. 

Long:-loQp· presence. detection can be. operated with either locking or nonlocking 
memory. A common application oflong-loop·presence detection with memory off(i.e., non­
loclting memory), is found on exclusive left-turn bays with permitted turns against 
opposing. thfOugh. traffic during the circular green followed by an exclusive left-tum green 

. arrow (protected turns); With· memory off, vehicles that left the detection area during cir­
cular green wilT n0tberemembered. Thus the exclusive green indication will be displayed 
only if left-turning vehicles remain at the end· of the circular green. Some othet comma~ 
options available in modern controllers include the: following: 

Vehicle permit. Allows a full v'ehicle: interval (unit extension) after max-out or gap-out to 
allow thelast vehicle to pass. 

(Min or Max) Vehicle vecalV.. Displays. the. specified green (min or max) even when there is 
no demand for it; 

Gap· tim~ing­
(s) 

Ma.xinutm: 
gap-

Minimum: 
g•p 

Time before reduction: 
,-----~ay·to st~rf gap. reductiOn), 

' 

' ' ----;--------·t=· ---·=-----:=j---:-~ 
Time to reduce 

' 

t0 t1; Gteentime.: 

I. I (s) 
Occurrence· 0f first conflicting: c.aW 

Start of green phase:_ 
Figprc4~6';9 EXample of timing with gap. 

reduction. 
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Pedestrian recall. Activates the ped<;strian phase even when the push button bas not heen 
pressed . 

. Red rest Instructs the controller .io display red (rest in red) if there is no demand for fhe 
green indication .. This option (or flag) cannot be used if one of the vehicle tecall·options 
has been set. · , 

Simultaneous gap-out. In a dual-ring controller the two phases (onefrom.eachring) will not 
tenninate unless both either gap-out or max-out. This applies to the ;two phases that imme­
diately precede the barriers (see Fig. 4.6.4 ). 

Overlaps. NEMA provides for up to four overlapping phases, all0wing a specified g;peen 
phase to be displayed simultaneously with phases across the barrier. The diagram here 
shows an example where the overlap phase is permitted whenever 4> 1 is displayed. The 
overlap phase shown is also known as a shadowed movement. 

Finally, it·should be noted that the two detection techniques described here are ·very 
'basic. For special situations (particularly to obviate the dilemma-zone problem at '4igh­
:speed approaches) more complex detection-schemes -ate·needed. 

4.6.4 SignaiTimings 

Signal timings describe the set of parameters defining the operation ofa signalized inter­
section (i.e., the -sequence and duration of the ·signal ·indications 'for each intersection 
approach). From .an analytical perspective it involves ihe 'identification ofthe sequence by 
·which the various movements at an intersection ,are served -as well as the time duration of 
-service (i.e., green time) for each movement. 

The process of identifying the sequence of service is called. phasing and it precedes 
all·other signal timing steps. Then the cycle length is .estimated ·and green times are allo­
cated to each phase according to the relative magnitude of traffic flows -served in each 
.phase. The latter part;also includes the allocation .of.phase ,change intervals (yellow and all 
red). Certain constraints must be checked to ensure the, safe, and efficiehtprocessing of vehi-
cles and pedestrians at an intersection:·· · · 

· Signal phasing. Pha5ing is the sequence·by·which the various movements ofboth 
·vehicleS and pedestrians are being served at a Signalized :intersection. In traffic engineering 
the"definition of phasing .is slightly differentfrom·the one<.encountered•in :the discussion of 
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signal controllers· in the previous section .. For ex~mple, lhe equivalent of the eight-phase 
operation in Fig. 4,6.6 is a four,phase scherrw (Fig. 4.6.11) because controlier phases (usu­
ally denoted by nmnbers, ecgc, <1>1, <1>2; etc,), which are executed simultaneously,. are taken 
as one phase (usually denoted hy letters, e.g:, <!>A, <!>B, etc.) in traffic analysis. This differ­
ence shmi!d be ]>etter understood after reading the rest of this section. 

The objective <)fphasing is the minimization of the potential hazards arising from the 
confliCts of vehi_cularand: pedestrian movements,- while maintaining the efficiency of flow 
through lhe intersection. A large number ofphases may be required if all conflicts are to be 
eliminated. TYpical conflicts are (I) left-turning vehicles conflict wilh opposing through 
traffic. as well as wilh pedestrians and (2) right-turning vehicles conflict with pedestrians 
[see.Fig. 4.6.!0(a)]. Increasing the number ofphases promotes safety but hinders efficiency 
because it results in increasing delays. Delays increase because (I) start-up lost times 
increase (i.e., lhe time between the display of green and lhe discharge of the first vehicle in 
q11eue), (2) phase change intervals increase (i.e., lhe number of yellow and red clearance 
int~rvals required for trarisition from one phase to the next increase), and (3) minimum 
phase duration requirements have_ tO be met: These requirements are based on minimum 
ped~strian crossing: times; they are-discussed-later in this section. 

Three common phasing schemes are presented in Fig. 4.6. to. The simplest phasing 
scheme is a two-phase operation [Fig. 4.6.10(a)]. This operation is appropriate at intersections 
with low pedestrian volumes, low-to-moderate turning volumes, and vehicle arrivals with an 
adequate number of sufficiently long gaps that permit left-turning vehicles to be served within 
lhe green time allotted to the phase. Right-turning vehicles conflict with pedestrians, whereas 
left-turning vehicles conflict with both opposing through traffic and pedestrians. 

A three-phase operation is appropriate when one of the conditions under a two-phase 
·operation is violated: 

1. High volume of pedestrians [Fig. 4.6.10(b ), case 1]. In this case pedestrians are pro­
hibited to cross when \lehicles,are served (phases A and B), and an exclusive phase is 
provided to serve pedestrians (phase C). Phase C is called the all-red phase because 
all vehicle approaches have a red signal indication. 

2'. High left-turning volume on one of the two intersecting streets [Fig. 4,6.10(b), 
case 2]. In this case a specific phase (phase B) is allocated to. serve left turns on 
one ofthe two streets. The leftturns served in this fashion are protected (protected 
iiiovement) because, they have no conflicts with either vehicles or pedestrians: Left 
turns may be allowed or disallowed. in the next pl{ase (phase C). If they are 
alloWed, they are a permitted' movement; they can be served only if conditions 
permit (i.e., if there are long en<mgh gaps in the opposing vehicular and pedestrian 
flow).The case where left turns are notallowed (after the end of the phase serving 
the lefi turns) is usually implemented. with an exclusive set of traffic signals with 
arrows pointing to lhe left and, a sign notifying that "left turn on arrow only" is 
allowed. High !eft-turning volumes varying. by time (i.e., different directional left­
turn overloads during morning, and evening peak. periods) can ]Je treated with 
leading or lagging left-turn green allocations. Their discussion is beyond the scope 
of this document. ·· . 

If heavy left-turning volumes m;e• present on both intersecting streets, a four-phase 
operation; is. preferred [Fig. 4,6.10(c)]\. This signalization scheme is most effective when 
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·coupled with l~ft-turning bays~ or ~xclusive left-tum lanes and with actuated signal con-
'.·irollers. Left-tum bays or exclusive la~es make.the operation of the intersection more effi­

cient by reducing interference with the through movements on each approach. The 
traffic-actuated controller gives the ability to' skip or elongate left-turning phases depending 
on the presence oflow or high demand for left turns in each approach. 

Figure 4.6. 11 illustrates the operation of a four-phase scheme under actuated controL 
In the beginning of a new cycle the controller assesses the demand for left turns. If there is 
sufficient demand in both the east- and westbound directions, it selects the top box for phase 
A If there is only eastbound left-turning demand, it selects the box second from the top. 
Thus, along with the eastbound left turns, it releases the through and right-turning east­
bound movements. If there is only westbound left-turning demand, it selects the box second 
from the bottom. If there is no left-tuming demand, ihe controller skips phase A altogether 
and proceeds to phase B. Similar decisions are made for the north-south left-turning traffic 
(phase C). Comparison of Figs. 4.6.6 and 4.6.11 reveals that <'I> A is <'1>1 + <'1>5 or <'I> I + <'1>6 
or <'1>2 + <'1>5, <'I>B is <'1>2 + <'1>6, and so on. 

· Actuated controllers are also able to modify the cycle length as well as the durations 
of green to better serve the actual demand. In light traffic green durations are kept to a min­
imum, resulting in a short cycle length. The opposite happens when traffic is heavy. Minimum 
and maximum phase durations are prespecified by the traffic analyst prior to implementa­
tion. Minimum greens are required for safe processing of pedestrians.··Maximum greens are 
required so that the movements which receive correspondingly long reds will not accumu­
late more vehicles than the length of the block can handle (i.e., queue backups spilling over 
to adjacent intersections). The. flexibility of these systems results in more efficient service 
of traffic and in the minimization of delays. Actuated controllers perform best at isolated 
locations (i.e., intersection not a part of a coordinated signal network system) and during 
off-peak times (i.e., drastic reduction of unnecessary delays). 

Cycle-length selection. Cycle length is a complete sequence of signal indica­
tions; it is the duration of time in which the whole set of phases at a signaFzed intersection 
takes.place once. The length of cycle should not be set arbitrarily. Unnecessarily iong cycle 
lengths cause .substantial delays, whereas too short cycle lengths may cause congestion or 
endanger the processing of pedestrians through ari intersection. 

The appropriate cycle length can be estimated by Webster's formula; it results in the 
optimal cycle length: 

where 

C = 1.5L + 5 
0 1- cs 

Co optimal cycle length, in s 

(4.6.1\ 

L = total lost time during a cycle, which consists of the startup delay 
minus the portion of yellow utilized by drivers (see Fig. 4.7.3); 3 to 4 s 
per phase is a good approximation 

CS · = sum of the flow ptios of critical movements (discussion follows) 
' Before estimating the cycle length, the phasing at the intersection must be set. There is no 

.technique or computer algorithm that can produce an optimal phasing scheme other than a . . . 
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t~dious-:analysis of many combinations ofpha~ing 'Schemes .and1ane-c4annelization options on 
:each approaCh.· Usually :reliance on,coliUllQn .sense, -experience, :and trial .and .error .are the tools 
for identifying a phaSing scheme. Ultimately the best phasing scheme is the one that coupled 
with ail. optimal qcle length results in the shortest delays for: the vehicles using the intersection. 

Flow ratio is the-demand over the :Servicing rate, or in traffic engineering terminology, 
the vOlume over the saturation flow (flow ratio.-= v/s). The saturation flow is discussed in 
detail in Section 4.6.2. Meanwhile, it will be treated as a given property. 

Critical movements ar<O discussed in the following example of signal tintings estima­
tion. Figure 4.6.12 displays lljl intersection that is asspmed to be unsignalized. Due to the 
high peak-hour volumes., ·signalized .contml.is warr:anied. The north-south direction is one 
way (southbound only). !t has four lanes. The rightmosCand leftmost lanes operate in a 
shared-use fashion (i.e., through as well as turning traffic shlll'e the use of those lanes). The 
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east-west traffic can go both Wajts. Tfu.is is a small street ·with only one lane per difection 
and low traffic volumes. AlHanes'are 12ft wide . 

. First the phasing scheme is established; a two-phase operation -seems appropriate; da5hed 
.lines repres~ntthe simultm1eGUS se!Ving.ofpedestrians. Then the critical movement in each phase 
is ideniified. Itrorresponds to the lane or lifO ups of lanes with the highest flow ratio. For phase A 
tl!e critical movement •s the westbound traffic: WheFeas for phase B 1lhe critical movement is the 
1lhrough-southbound movement (both lanes are COJT!bined since they serve the same movement). 
Factor CS results by simply adding up the maximum flow ratios. For a two-phase operation 
two maximum flow ratios should he identified and added up (one per phase). For a 1lhree-pbase 
operation .• three maximum flow ratios should be identified and added up, and so forth, 

c • .l 

The cycle length is estimated to be equal to 51 s. Empirical resu!tJ; show 1lhat cycle lengths 
within .a :!:30% from the optimal cyc!e-leng1lh estimale from Webster's formula are still per­
fofJTlingnearlyoptimally [4.18, 4.19]. Therefore all cycle lengths between 35 and65 s are likely 
to perform satisfactotily at this intersection. According to 1he Highway Capacity Manual, cycle 
lengths usually vary between 60 and 120s; under very congei;ted conditions 1hey may reach !50s. 

Green allocation. After the cycle length has been estimated green and clearance 
times must be allocated to each phase. The proper way to identify 1he duration of clearance 
is to go 1lhrough the dilemma-zone calculations (Section 2.3.2). The dilemma-zone analysis 
may yield different durations of clearance due to higher speeds or different crossing lengths 
(i.e., in the intersection.examined, the east-west traffic needs tO cross four lanes to clear the 
intersection, whereas 1he southbound \faffic needs to cross only two lanes). Variable clear­
ance durations can easily be accommodated in the green allocation procedure. Clearance 
includes the time for bot)l yellow .and clearance red (see case study 1 later in this chapter). 

The top table in Fig. 4.6.13' presents 1he green time allocation. Green time is allo­
cated proportionall;y to the critical flbw ratios for each plfase. Note 1hat the total clearance 

Available 
CyCle 

Y+AR 
cycle 

Flow ratio 
Critical 

Allocation Green G, 
Ped. 

length length sum check 

51 
5 

42 
0.203 

0.667 
30.4% 12.8 14.0 Notok 

4 0.464 69.6% 29.2 9.0 ok 

t 
_ Increase the cycle length in steps of 1 s until the pedestrian requirement is met. 

t 
Availa6le 

Cycle 
Y+AR 

cycle 
FloW ratio 

Critical 
Allocation Green GP 

Ped. 
length length sum check 

5 0.203 
.. , ' 

30.4% !4.0. 14.0 ok 
55 46' 0.667 

4 0.464 69.6% 32.0 9.0 ok 

Figure 4.6.13 Green time allocation. 
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. · duration is subtracted from the cycle length for the allocation. The total ofgreen times and 
·clearance times should be equal to the cycle le;,gth .. For this example we find that yellow 
(Y) is 3/s for each-phase and clearance· red (f\R) is 2s for \I> A and Is for <l>B: 

· Before accepting these timings as final, a check of whether pedestrians, can be safely. 
'served by the allotted times is necessary. Pedestrians served during phase A must cross four 
Janes. According to 1997 and earlier editions of the HCM the minimum time required* is 

. . 
W 4 X 12 

G = 7 + ·- - Y = 7 + --~- - 5 = 14 s 
p 4 4 (4.6.2) 

Where 

W = width of the crossing, in ft 

Y = total clearance interVal time, in s 

The gfeen time allotted to phase A cannot pass the minimum pedestrian time requirement, 
whereas the green time allotted to phaseB is sufficient for safe pedestrian crossing: A min­
imum of 9 sis needed and 29.2 s are available. 

Increasing the cycle length to 55 s (which is still in the near-optimal cycle length 
range) results in the green time- allocation presented in the bottom table of Fig. 4.6.13. The 
final green times are now acceptable. Figure 4.6.14 presents the signalization stripes corre­
sponding to this example application. 

Another constraint imposed on cycle length selection is the networkwide cycle 
length. According to the Manual on Uniform Traffic Control. Devices (MUTCD), if the 
studied intersection "i$ 0.5 mi away from the nearest signalized intersection, it may be con­
sidered as isolated (i.e., not in a network); therefore the preceding constraint does not apply. 
If the distance between neighboring intersections is shorter than 0.5 mi, the studied inter­
section belongs to a network. and for efficiency reasons progression of platoons of vehicles 
should be maintained (arterial progression is discussed in Section 4-:-6.6). Effective pro­
gression cannot be achieved unless all intersections in the network operate under the same 
cycle length. This may impose a severe constraint in selecting an optimal cycle length for 
i specific intersection. Some flexibility exists, however. P~ogression can be achieved if 
some intersections operate in half-cycle or double-cycle. Thus if the network cycle length 
is 80 s, some intersections may operate in a 40- or 160-s cycle length. 

*A different formufa for GP has been proposed for HCM 2000. For pedestrian crossings with a width that 
does "not exceed 18 ft .. the minimum green tim.e for a given phase iS: 

, L 
GP = 3.2 + 4 + 0.27 Npc9 

L = length of crosswalk iO ft, equal to theW in Eq. 4.6:2 

N ped = number of pedestrians using the Crosswalk during the phase 

3.2 = pedestrian start-up time 

Tills formula is Ie~s helpful in planning and dCSign applications; it does not consider the safety buffer 
afforded by Y +AR and ·introduces a Start-up time that may vary widely among locales (busy downtown ys. rural 
town), and users (hurried vs. inattentive indivi<:luals ). 
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AR 

VEHICLES 

PEDESTRIANS 

VEHICLES 

<I>B 

PEDESTRIANS DONT WALK WALK 
I 

FLASHIM; I! DW I 
_DU'"T\\ALK. . 

0 

1-- beginning of cycle 

44 51 55 
FDW = (2 x 12)14-4=2: take 7 and .'il-7""44 

end of cycle -1 

Figure 4.6.14 EXample of signalization stripes for vehicular and pedestrian traffic. 

Network analysis packages such as TRANSYT [4.13] can help to identify an optimal 
networkwide cycle length given the phasing, traffic loa\ls, and saturation flows at each 
intersection as well as other network characteristics, such as distances between intersec­
tions and speeds. 

A prCviously lmsigna1ized intersection may have been intimidating (perceived as 
unsafe) or inconvenient (long delays incurred) for some drivers. The emplacement of sig­
nals· may alter these perceptions, and therefore neW tfaffic may divert to the newly signal­
ized facility. Hence a few months after the installation new traffic counts must be obtained 
and new timings should b~ _estimated if the net volumes or the directional distribution of 
flows hA:~-_changed. This may not. be necessary if actuated signalization has been_ installed 
beca.use of its inherent ability to accommodate fluctuating dt;mands, provided that min­
imum and maximum phase-durations have been set-appropriately., 

4.6.5 Time-Distance Diagram of Interrupted Flow 

FigUre 4.6.15 shows an idealized time-distance diagram for an interrupted traffic stream. 
The signal is stationary-and its display- changes over time. A total of 12 vehicles is shown. 
At time t = 0 vehicle I is stopped by the red light. Vehicles 2 to 8 consecutively join the 
stopped platoon. Line AB represents the shock wave between the approach conditions and 
the stationary-platoon conditions (see Section3.6). After an initial (or startup) delay due 
mostly to the first driver's perception-reaction following the onset of green, the platoon ·· 
leader moves through- the intersection. S_ubsequent vehicles follow at a shorter release 
headway. Line CB represents the shock wave at the front of the platoon between the jam 
and the release conditions. When the two shock waves meet, the stationary platoon is totally 
dissipat~d. In the case show.n this event occurs before th'e onset of the following red, so that 
vehicles 9, I 0, and II are able to clear the intersection without inteuuption. Finally, vehicle 
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Figure 4.6.15 Traffic interruption. 

12 is obliged to stop for the next red display. As explained in Chapter 3, a third shock wave 
between the approach and the release conditions may begin when the stationary platoon dis­
appears, but, for simplicity, this shock wave is not shown in Fig. 4.6.15. 

4.6.6 Pretimed Signal Coordination 

The fact that certain vehicles can avoid stopping at an intersection presents the opportunity 
to coordinate a series of signals to allow platoons of vehicles to clear all the signals without 
interruption [4.20]. This scheme works when the signals being coordinated have the same 
cycle length or multiples of a common cycle length but not necessarily the same distribu­
tion of green, yellow, and red within the common cycle. Figure 4.6.16 shows a system of 
four intersections, three of which are signalized. The relative timing of each signal is spec­
ified by its offset, which is the time difference between a reference time and the beginning 
of the first complete green phase thereafter. The two pairs of parallel lines drawn on the 
figure represent the constant speed trajectories of the first and last vehicles in each direc­
tion that can clear all intersections without stopping. The time difference between the par­
allel trajectories in each direction of movement is known as the through band for.the 
direction. Dividing the through band by the average vehicular headway gives the number 
of vehicles constituting the uninterrupted platoon. The width of the through band, measured 
in seconds, may be adjusted by "sliding"' each signal diagram horizontally. A balanced 
design refers to the case '-':hen the through bands in the two directions of travel are equal. 
A balanced design, however, does not always represent the best design. For instance, a pref­
erential design may be more appropriate during the morning or evening peak periods on 
streets with unbalanced directional flows. 
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The solution to a signal coordination problem may be accomplished graphically, ana­
lytically, or by computer, using several simple equations. For example. the time it takes a 
vehicle to travel between intersections at a constant speed equals the distance traveled 
divided by the speed. Also, the following equation may be used to discern the status of a 
signal at any time t = T after the reference time t = 0: 

. · . (T- offset] 
T1me mto cycle = remainder of C (4.6.3) 

Knowledge of the duration of the green, yellow, and red displays can pinpoint the exact 
status of the signal at t = T. 

Example4.6 

A signal has an offset of 10 s., a green, G = 50s, a yellow, Y = 5 s, and a red, R -= 65 s. Find 
the status of the signal at times (a) t = 45 s, (b) !50s, (c) .720 s. and (d) 782 s. 

Solution The signal cycle C = (G + Y + R) = 120 s. Apply Eq. 4.6.3. 
(a) Fort= 45: (45 - 10)/120 = 0 remainder 35: 35 s into the (0 + l) (i.e·.~ first) cycle 

Since 35 < G, the display is green. 
(b) Fort = !50: (150- 10)/120 = 1 remainder 20: 20 s into the second cycle. Since 

20 < G, the display is also green. 
(c) Fort= 720: (720- 10)/120 = 5 remainder 110: 110 s into sixth cycle. Since 

(G + Y) < llO < C, the display isred. 
(d) Fort= 782: (782 - 10)/120 = 6 remainder 52: 52 s into the seventh cycle. Since 

G< 52< (G + Y), the display is yellow, 
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Example4.7 

The signals at the intersections of the one-way street have been pretimed and coordinated as 
follows: ' 

IntersectiOn 

A 
B 
c 

Green 

40 s 
50s 
35 s 

Yellow 

5 s 
5 s 
5s 

Red 

35 s 
25 s 
40s 

Offset 

Os 
40 s 
lOs 

Dis~ce from A 

2000 ft 
5000 ft 

Given a design speed of 30 mi!h, determine the width of the resulting through band. 

Solution The three signals have equal cycles of 80 s. Therefore signal coordination is pos­
sible. A vehicle clearing intersection A at timet= 0 will arrive at B (2000 ft)/(44 ft/s) = 45.5 s 
later. At this instant the display at B is 5.5 s into the first green display. Hence the vehicle can 
proceed toward C without interruption. It will reach Cat t = 45.5 + (3000/44) = 113.7 s. At 
this time the signal· at C is 23.7 s into the second cycle and is green. Therefore, this vehicle can 
clear all three intersections. 

To find the }a.<;t vehicle that can do the same, the remaining green duration after the pas­
sage of the first vehicle is calculated (see Fig. 4.6.17): 

4000 

AtA: 40-0=40s 

At B: 90- 45.5 = 44Ss 

AtC: 125 -1!3.7 = 11.3s 

or 

or 

11.3s 

50 - 5.5 = 44.5 s 

35-23.7 = 11.3 s 

~ 3000 

t5 
zooo+--r~--~-~~------~----~---

1000 

~sos-----1 

G y R y R 

10 20 30 40 50 60 70 80 90 100 110 120 130 ' 

Time.(s) 
lt'igure 4.6.17 Example of bandwidth 

derivation. 
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The minimum of these v~lues defines the Width of the through band (i.e., 11.3 s) and fixes the 
trajectory C?f the last vehh:le as· shown in the figure. 
. ' . . 

DisCUSsion· Often th~.width ofthe.through band is taken to include the yellow; that is, the last 
· vehjclc is allowed to clear. an fntersection on yelloW. In this event the width of the thro1.1gh band 
·would be reported as 16.3 s. Note that in this example the width of the through band can be 
increased by increasing the offset c;>f intersection C. As a general rule, allowing a few seconds 
of green 'to elapse before the first vehicle.in the main platoon reaches a signal is considered 
good practice because it allows any main- or side-street vehicles caught by the preceding red 
phase to clear the way before the platoon's arrivaL 

' : \ 

4,.6. 7 Actuated Signal Coordination 

Signal coordination is also possible with demand-actuated controls. In this case it is impor­
tant to ensure that a through band is maintained. that is, not destroyed by the response to 
demand from the side streets. This is accomplished by allowing side-street traffic to be 
served with green only during limited permissive periods within the cycle. In addition, the 
requirement of cycle lengths that are equal to whole number multiples of a base cycle length 
must be adhered to. The requirement is accomplished by tenninating noncoordinated 
phases at specific points within the selected cycle length. Such terminations are known as 
force-offs. 

4.7 CAPACITY OF SIGNALIZED INTERSECTIONS 

4.7 .1 Background 

Under uninterrupted conditions the definition of flow is simply the number of vehicles that 
pass a point- during ·a specified time intervaL At intersections· a unique point Where flow 
measurements can be taken does not exist. Figure 4. 7.1 shows the variety of movement 
desires that a typical four-leg intersection is expected to accom\flodate and the resulting 
points of conflict between these movements. The ability of a Signalized intersection to 
process the approaching flows is affected by the magnitudes and vehicular composition of 
these volumes. their movement desires, the "geometric design of the intersection, and the 
characteristics of the signal. The presence of bus stops in the immediate vicinity of the inter­
section also affects its operating conditions. Several practical methods of signalized inter­
section analysis are found in the technical literature. Most of 'these methods are empirical 
and approximate. Hence their ability to explain the many subtleties encountered at inter­
sections is, accordingly, limited, 

The HCM 2000 explicitly recognizes two limitations of the methodology: 

. • Inability to account for congestion effects propagating from locations downstream 
the approaches of the subject intersection 

• Inability to .account for congestion effects on through lanes caused by the overfilling 
of left -tum lanes or bays 

Given that truly isolated signalized intersections are rare, traffic projects focused on a single 
intersection are atypical, and computer-based analysis is affordable and expedient instead 
of individual intersection capacity analysis, a network analysis of two or more signalized 
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Figure 4.7.1 Intersection movement 
desires. 

Chap. 4 

intersections using one or several traffic simulation models (some of which incorporate the 
HCM's delay models) may be a more prudent and cost-effective course of action. Several 
traffic simulation models are presented in Chapter 15. 

4. 7.2 Capacity and Performance Analysis 

The operating characteristics of signalized intersections can be estimated and evaluated 
with a procedure of capacity and performance analysis. The capacity of an intersection rep ... 
resents the throughput of the facility (i.e., the maximum number of vehicles that can be 
served in I h). An important outcome of the capacity analysis is the volume-to-capacity 
ratio (Vic ratio). which is also called the degree of saturation (X). This ratio indicates the 
proportion of the capacity (supply) utilized by the existing traffic volume (demand). 

The performance of an intersection is based on estimates of average delay for each 
vehicle utilizing the facility. Short delays result in a good level of service (LOS), whereas 
long delays result in poor LOS (e.g., average delay equal to 5 s per vehicle corresponds to 
LOS A, whereas 40 s per vehicle corresponds to LOS D). Facilities performing at D or 
worse may need to be ·upgrad~d (i.e., improvements in signal timings and progression, 
rechannelization or widening of the road space). Intersection perfonnance iS discussed in 
detail toward the end of this section. 

The 2000 Highway Capacity Manual (HCM) [4.3] procedures for analysis of signal­
ized intersections are widely accepted in traffic engineering practice. Its predecessors 
(HCM-1965, TRB Circular 212, HCM-1985, HCM-1994, and 1997 updates) are still used 
by some. Among other differences, the pre-1985 procedures do not require the estimation 
of delays. Levels of service are derived directly from V /C ratios. 

A summary of the HCM 2000 procedures for analysis of signalized intersections is 
presented next. A substantial number of inputs is required for the application of these. pro­
cedures. The inputs may be classified in five categories: (1) traffic characteristics, such as 
volumes by direction .(i.e., through, right and left for each intersection approach, also 
referred to as turning movements); (2) traffic composition, such as proportion of heavy 
vehicles in traffic by lane or approach; (3) geomettic characteristics, such as the number of 
limes, lane widths, approach grades; ( 4) signal timing characteristics, such as type of con­
trol: pretimed, actuated, cycle length, duration of greens, phase-change intervals; and 
(5) other operating characteristics, such as arterial progression, existence of parking and 
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frequency of parking maneuvers, and bus stop blockage. Right-turns-on-red (RTOR) vol­
umes may be excluded from the subsequent analysis if they have been collected in the field. 

. . After all inputs have been gathered, traffic volumes are adjusted to reflect peak­
periodconditions. This is done bymultiplying peak ho)lrly volumes by the peak-hour factor 
(PHF}, which is defined as follows: 

PHF = __ P<:ak,=::-h=::o:.:u=:r ~vo:.:l:=u=m::ce-:-
4(peak 15-mil; volume) 

(4.7.1) 

Usually traffic volumes are recorded every 15 min. Based on the. counts, first the peak hour 
is identified: For example, traffic volume counts taken between 4:00 and 6:00 P.M. may 
-indicate that the peak hour is between 4:30 and 5:30; thi.s is the peak-hour volume to be 
used in Eq. 4.7.!. Then the highest peak 15-min count is selected from the peak hour; this 
is the peak 15-min volume to be used in Eq. 4.7.!. Each intersection approach may have 
different peak characteristics (i.e., each may reach its peak at a different time of day). 

The fmal step in the adjustment of volumes is the grouping of directional flows in lane 
groups based on the utilization of each lane (i.e., types of movements utilizing a lane) and 
the phasing scheme. For example, a two-lane approach on a two- by two-way street inter­
section (Fig. 4.7.2) may be analyzed in one of three possible ways: (l) one-lan7group 
serving all three movements (usually selected when turning flows are low); (2) two-lane 

_j+L 
------- ~----

----~ 

I 
Possible Lane Groups 

Focus 
approach 

torlror~ r 
One 
lane 

group 

Two 
lane 

groups 

Two 
lane 

groups 

Figure 4;7 .2 Example of possible 
groupings of movements into 
lane groups. 



182 Capacity and Level of Service Analysis Chap. 4 

groups: one serving left-turningand through movements and.the other serving right-turning 
· and through movements (usually selected .when moderately high turning volumes prevail); 
and (3)two'lane groups: one lane serving the left-tum movement only and one serving the 
through and right-turning movements; this happens when left-tum volume is high, so that 
left:tuming traffic essentially occupies the left lane at all times (de facto left-tum lane) or 
when there exists an exclusive left-tum phase in the signalization plan. 

The .second step in the analysis is .che estimation of prevailing saturation flows for 
each lane group. The saturation flow describes the (behavioral) way of driver discharge. 
fFom an intersection stop line. The saturation flow is essentially the service rate: It repre­
sents the maximnm number of vehicles that can be served ia 1 h, assuming a continuous 
display of -green and a continuous queUe of vehicles. The ·saturation flow is ·expressed ill 
vphg (vehicles per hour of green). 

Figure-4. 7.3 presents the concept·ofsaturatio:a flow.. Assume an intersection approach 
with one lane that has an iafinite number·of c..-s waiting in queue. An x-y plot is employed 
to represent the discharge pattern of drivers. The signal is red. At time t0 green is displayed. 
There is a typical reaction and action time delay (i.e., react to signal and then shift into gear 
and press the gas pedal), and at time t 1 the first car in queue crosses the stop line. Each car 
crossing the stop line is considered discharged. 

Approximately after the fourth car the discharge rate becomes rapid and fairly uni­
form: Cars pass by at a fairly constant rate and the headways between them are almost 
equal. The saturation point has been reached. This saturation discharge rate is the highest 
attainable under normal conditionS; this is the saturation flow. Normally the discharge 
process may not be as uniform, but the plpt in Fig. 4.7.3 depicts reality reasonably well. 

At the end of green, yellow is displayed (at time t 2). Some drivers proceed to clear 
the intersection and.others stop. There are occasions when t3 falls after t4 , which denotes 

Discharge 
rate 

Saturation 
discharge f------r-------,----­

rate 

~--+-~----~---------+--~~+---~Time 

Figure 4.7.3 Concept of saturation flow, t0, beginning of green; !"first vehicle crosses stop line; t1-t0 , startup 
delay; t2 , beginning of yellow (end of green); !3 , last vehicle to discharge during this cycle; t3-t2, 

·,yellow utilization; t4 , end of yellow (beginning of red); t2-t1, signal green time; trt1, effective 
green time. 
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· the beginning of red. This means that·some drivers utilized a small part of the red phase, 
often mistakenly. These drive's. are called "sneakers" in traffic engineering jargon. Sub­
Stantial presence of sileakers Calls for both ellforc'eme,nt of traffic laws and reevaluation of 
the du~ation of the yellow and. red clearance interval (dilemma-zone problem). 

The major determinant of the saturation flow is the average headway between vehi­
cles dis,charging from an inte:rsection .. The saturation flow (s) is defined as 

s= 

where h-is the average.-headway in seconds. 

3600 

h 
(4.7.2) 

Since s describes driver behavior, vehicle characteristics such as size and acceleration 
characteristics, traffic conditions, and environmental factors as well as driving habits affect 
the saturation flow. Thus the HCM recommends the local data collection and derivation of 
ideal saturation flow levels. Studies have shown that saturation flows are higher in suburban 
areas [4.21), and lower in small urban areas [4.22) or under adverse weather conditions. 

For intersection capacity analysis a base saturation flow is selected first; s0 is usu­
ally equal to 1,900 pcphgpl (passenger cars per hour of green per lane). The base satura­
tion flow represents driver behavior in large U.S.'U'ltil\n ·areas on facilities with specific 
geometric and operational characteristics. Then s0 iSo.13.djusted to reflect actual conditions. 
Adjustments are not made for environmental conditionS; daylight and dry pavement con­
ditions are always assumed. The prevailing saturation flow for a specifi.c lane group is esti-
mated as follows: ' 

(4.7.3) 

where 

Number of lanes (N) is the number of Janes serving the lane group. 

Lane width Cfw), in ft. Drivers tend to feel more comfortable on wider lanes (i.e., less inter­
ference with vehicles in adjacent lanes and Jess lateral displacement, as in Section 2.3.4) 
resulting in higher saturation flows. The value for this factor is 1 for 12-ft wide lanes (base 
condition). Equation 4.7 .4 produces estimates for fw for other lane widths. W is the average 
lane width in feet. It is suggested that two lanes are considered for widths exceeding 16 ft. 

w- 12 
fw=l+-3o (4.7.4) 

Heavy vehicles CfHVl· Heavy vehicles typically accelerate slowly, which slows the dis­
charging process. As a result, headways are elongated and the saturatiOn flow decreases. In 
the absence of heavy vehicles this factor is equal to I (base condition). Equation 4.7.5 pro· 
duces estimates for fHv for the prevailing share of heavy vehicles. In it % HV is the percent 
of heavy vehicles and ET = 2.0 is the passenger-car equivalency of the average heavy vehicle. 

100 
fHv = 100 + % HY(E;- I) 

(4.7.5) 

Grade (j
8

). Uphill grade tends to decrease acceleration, thus headways elongate and satu­
ration flow decreases. The opposite is true for downhill grades. On level terrain this factor 
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is equal to .1 (base condition). Equation4>7_.6 p1:oduces ·estimates for f" for the prevailing 
slope. In it% G is the percent grade•. 

. %G f.= I---· 
g 200 (4.7.6) 

Parking (jp). Parking adjacent to traffic lanes tends to interfere with the flow of traffic and 
parking maneuvers disrupt the normal discharge process. The impact of parking is greater 
when fewer· lanes are available. The number of parking maneuvers 3iso is related to satura­
tiOn flow: the nlore parking maneuvers per hour, the. lower the saturation flow. In the 
absence of curb parking this factor is equal to 1 (base condition). Equation 4.7.7 produces 
estimates for fp based on prevailing conditions. In it Nm is the number of parking maneu­
vers .Per hour. 

. 18 · N 
N- 0.1- 3600m 

fp = ___ .__::._::_::_:_ 
N 

(4.7.7) 

Bus bwckage CJ •• ). Transit buses often stop at intersection comers to serve passengers. This 
usually disrupts intersection operations. One lane may be temporarily blocked, during 
green, or following vehicles may have to slow down and maneuver around the stopped bus, 
which caused a temporary decrease of the saturation flow. The impact of bus blockage is 
greater when fewer lanes are available. In the absence of bus stops this factor is equal to l 
(base condition). Equation 4.7.8 produces estimates forfbb based on the number of buses 
stopping in l h. In it N B is the number of buses stopping per hour. 

N _!_44. NB 
3600 

N 
(4.7.8) 

Area type Cfal· The type of the area surrounding the intersection, CBD or non-CBD, has an 
impact on driving behavior and consequently on the saturation flow. CBD-like locales 
exhibit very high interference due to pedestriaj!S, parking, delivery vehicles, and so on. 
Besides city centers, CBD-like conditions can be found in campuses, at urban beachfronts, 
ona few blocks of a suburban main stree~ and so on. At those locations fa = 0.9. For all 
other locales fa = l (base condition). 

Lane utilization (fLu). On occasion the distribution of traffic on multilane approaches is 
uneven (e.g., a subset of lanes leads to the freeway or to a large activity center). A down­
ward adjustment of the saturation flow is required because space on some lanes is under­
utilized. In the absence of unequal traffic distribution this factor is equal to 1 (base 
condition); Equation 4.7.9 produces estimates forfw based on the distribution of demand 
on the busiest lane for the lane group. In it, v, is the unadjusted demand volume for the lane 
group and V81 is the unadjusted demand volume for the single lane that carries the highest 
volume. · . 

(4.7.9) 
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Right turns (/RT)· This .. adji.lstrnent reflects the required slowing of a vehicle in order to 
negotiate the right-tum curve; In ti)e absence of right turns this factor is equal to I (base 
condition). Equations 4.7. 10, 4.7.11, and 4.7.12 produce estimates for fRT based on pre­
vailing operating Conditions -and tl}e proportion of right turns in the, lane group. 

Exclusive lane: fRT = 0.85 

Shared lane: 

Single lane: 

fp_T= l-0.15·PRT 

fRT = 0.9- 0.135 'pRT 

(4.7.10) 

(4.7,11) 

(4.7.12) 

where PRT is the proportion of right turns in the lane group. 

Left-turn movement (fLTl- This adjustment reflects the required slowing of a vehicle in 
order to negotiate the left-tum curve. In the absence of left turns this factor is equal to 1 
(base condition). Equations 4.7.13 am]4. 7.14 produce estimates for kT based on prevailing 
operating conditions and the proportion of left turns in the lane group. These equations 
apply to protected phasing only. A complex analysis is needed for pennitted and protected­
pennitted operations; it can be found in an appendix of HCM 2000. 

Exclusive lane: iLT = 0.95 

Shared lane: 

(4.7.13) 

(4.7.14) 

where PLT is the proportion of left turns in the lane group. 

Pedestrian and bicycle (fp,). Both left- and right-turn movements may conflict with pedes­
trians and bicyclists. If such conflicts are absent, then this !actor is equal to l (base condi­
tion). Otherwise it is derived by Eqs. 4.7.15 and 4.7.16for right and left turns, respectively. 

where 

iRpb = 1.0 - PRT(l - ApbT)(l - PRTA) 

Apb = 1.0 - Pr.:rO - Apbr)( 1 ~ PLTA) 

(4.7.15) 

(4.7.16) 

proportion of right (left) turns under protected green 

permitted phase adjustment. In the case of pedestrian-only 
conflicts, ApbT = 1 - jVpoct +_ 2000 withf = 0.6 or I. If the 
number of turning lanes is the same as the rect1iving lanes, 
thenj = 0.6; if the number of turning lanes is smaller than the 
number of receiving Janes; thenj = l. 

The adjusted volume's and the derived Saturation flows for each lane group .fire com­
bined in the capacity analysis. The capacity for each lane group is estimated b~ 

gi c. = s,. --
' ' c (4.7.17) 

where 

c, capacity of lane group i, in vehicles per lane (veh/1) 

si prevailing saturation flow of lane group i 
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gi green time all~tted to lane group.i 

C cycle length 

The degree of'satu,ration is estimated ~s folla:ws: 

. v 
xi=.-_...!_ 

c, 
(4.7.18) 

where 

xi degree of saturation of lane group i 

v, adjusted peak volume of lane group i 

ci capacity of lane group i 

In order to be able to derive a degree of satUration for the entire intersection, critical 
moVements must be identified for each phase. If more than one lane group is served in one 
phase, then the lane group with the highest flow ratio (Vis), is the critical one. The process 
of c-ritical movement selection is identical to the one presented in the cycle-length estima­
tion process. The critical degree of saturation (Xc) for the entire intersection is estimated as 
follows (recall the critical sum, CS, from Eq. 4.6.1): 

X,=}; (Vis)".;,;'''· C I (C- L) = CS · C I (C- L) (4.7.19) 

where L is the total lost time during a cycle; it includes the startup lost time and the unuti­
lized portion of the phase change interval (Y + AR). L = 3s per phase is usually taken. 

During busy periods Xc is useful in assessing signal timings problems a~ intersections, 
as follows: 

If all X, ,; 1 

If one or more X1 > I 

If regardless of X, 

If several X, > 1 

and 

and 

and 

X, ,; 1, then the signal timings are adequate (but 
not necessarily good or optimal). 

X, ,; I, then the cycle length is adequate, but the 
green allocation is incorrect. 

X, > 1, then the cycle length is too short. 

X,> 1, then another (simpler) phasing may yield 
improvement. If this fails, and C > 150 s, 
then the ability of the signal to handle 
the traffic demand has been practically 
exhausted. Measures such as lane addi­
tion and left-tum movement deletion are 
needed. 

HCM 2000 suggests that for planning applications Xcm is used instead of Xc Xcm is 
estimated with Eq. 4. 7.19 except that the maximum cycle length is used instead of the pre­
vailing cycle length. Planning analysis is described in the next section. 

The last step in the intersection capacity analysis proCess is the peifonnance evalua­
tion of the facility. The performance evaluation is based on the delay incurred by all vehi­
cles utilizing the facility. There are several definitions Of delay. Two of the most common 
ones are travel delay and stopped delay. Travel delay for an individual vehicle is the differ-
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ence between the time a vehicle passe~ a point downstream of the intersection where it has 
. regained normal speed and the time it would have passed that point had it been able to con­

tinue at its approach speed [4.!8]. $topped delay for an individual vehicle is the time dura­
tion ·of "substantially standing. st~ll" while waiting in queue at a signalized intersection 
·approach: Substantially standing still is usually taken equal to 3 mi/h or less. Empirical 
results show that division of the total delay by 1.3 results in the stopped delay. The 1985 
and ·1994 editions of the HCM utilize stopped delay. The 1997 and 2000 editions of the 
HCM utilize control delay, which is similar to the travel delay. 

Exhibit 4.7 .I shows a part of the evolution in delay estimation formulas) including 
the fundamental equation of Webster and a 1970s version of the Australian Road 
Research Board (ARRB) delay equation followed by the !985 and 1994 HCM equations. 
The HCM 2000 equation is shown at the bottom of the exhibit (Eq. 4.7.le); it is the most 
complex to date and consists of three components: 

d1 uniform delay, which is attributed to the signal; that is, part of the time the signal is 
red. This delay increases or decreases depending on the quality of progression. 

d2 overflow delay caused by influxes of demand that cannot clear the intersection in 
one green. Such delay may also be caused by the signal controller giving priority 
to special classes of vehicles (e.g., emergency, light rail, etc.). 

d3 delay due to a queue that exists prior to the period of analysis studied (e.g., 
residual. demand from earlier cycle failures) 

Most factors in the delay formulas of Exhibit 4. 7.1 have already been explained (e.g., 
c, C, g, s, V, X). The remaining ones are explained here. 

T = time period of analysis; usually 0.25 or l h 

k = factor depending on the controller setting of seconds of unit 'exlenS.i<on '(UE). 
Specifically 

k = (l - 2 · kmin) (X- 0.5) + kmin (4.7.20) 

·For example kmin = 0.11 for UE = 3.0 s. Note that for X~ I, k = 0.5. The same value 
of k applies to pretimed intersections. Refer to the HCM for other values. 

I = the effect Of metered arrivals due to an upstream restrictive signal] zed intersection 

Qh = unmet demand at the beginning of period T 

portion of T'during which demand exceeded capacity 

DF delay factor accounting for the type of signal controller and the quality J)f 
progression (see table ii1 !994 HCM for values) 

PF progression factor representing the quality of sig-nal coordin~tion'. It is estimated 
as follows: 

p F = il - P)/p_r, 
. • g 

I~~ c 

(4.7.21) 
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w·here 

P pfop.ortion of vehicle~ arriving_,during green 

fPA ~ supplemental adjustment fact9r;- it·iS equal to I for random arrivals. For- other 
co~ditlons consUlt the HCM for the appropriate value. 

The amount of estimated delay defines the level of service of a lane group, an approach, 
and the intersection as a whole. Approach delays result by weighting lane group delays with 
the respective lane group volumes. The intersection delay results by weighting approach 
delays with the respective approach volumes (weighted average). The following correspon­
dence between level of service (LOS) and control delay is specified in the HCM 2000: 

Delay (s/veh) Level of service 

:%: 10 A 
> 10-20 B 
> 20-35 c 
> 35-55 D 
> 55-80 E 
> 80 F 

Section 4. 7.4 presents two comprehensive case studies of signalized intersections. They 
include signal timings derivation as Well as capacity and perfonnance analysis. Another 
example of intersection analysis is given as part of a tni.ffic impact study in Section-,9.2.6. 

4.7.3 Plarming Analysis 

The planning analysis is usually applied in thO case of an intersection that does not exist 
(e.g., a connection to a planned subdivision) or of an urisignalized facility close to a future 
development site. GiVen the absence of detailed and prec,:ise data under these circumstances, 
a streamlined process that can produce an adequate· geometric and signal desigil is used. 

• The key output of \heplanning analysis is the ·xcm· If the planning analysis of the proposed 
intersection design yields Xcm ~ 0.85, .the design is deemed "under capacity," and thus ade~ 
quate. If X,m is between 0.85 and 0.95, the design is deemed "near capacity"; between 0.95 
and LOO is deemed .:at capacity" and above 1.00 is deemed "over capacity." Planning 
analysis based on HCM 1997 is pedormed in four sequential steps, as follows: 

Step 1: Determination of the volumes for each movement. This is usually done through a 
trip generation and distribution process described in Chapters 8 and 9: After the 
volumes. are known they need to be assigned on each lane. Adjustments for curb 
parking as well as exclusive of shared left tufns are provided for. "" 

Step 2: Decision on the type of left-turn operation: protected, permitted, or corr;bination of 
bot'>.' 

Step 3: s·election of a phasing plan from six basic plans . 

. ·Step 4: Estimation of the critical flow fof Cach phase and the X em for the intersectiOn. 

Optional steps include the estimation ofa basic signal timing plan and the· estimation 
of left-tum bay lengths, if applicable. Case study 3 in the next section provides a compre­
p~nsive numeric;Il example of a planning analysis. 
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···. 

.. . c. ( 1 - !)' . . -
I. d = -~~. _c::_ + ~. ·x' ... -- o 65 ic_. x'+"''o (4.7.la) 

WEBSTER- ( · V) · 2· y, (1-X) · . y2 
2. 1--

.. . s 

. T[ J;. X-X0 ] 
dAARB ~ C 4x {X- 1) + {X- 1) 2 + !2 ·--;;r- · 0 67 sg wid\ Xo = . + 600 (4.7.lb) 

c·(1-!)' 0---
d=0.38··--· C +l73·X2 ·[(X-1)+ {X-1) 2 +16~] 

g ~ c 
I -X·-

c 

d;~~"J = PF · d (4.7.lc) 

d, ~ 0.38. 
c- (t - !;)' 

1-!. min {X, 1.0} 
c 

d2 = 173 · X2
• [<x- 1) + J1x- 1)2 + m · ~] 

df9;A_i = d1 • DF + d2 (4.7.ld) 

d~ft£ = d1 • PF + d2 + d3 

d, ~ 0.5· 
c-(1-!;)' 

1-!·min{X,!.O} I 

c . . . 

d,.~ 9oor[tx- I)+ Jtx- 1)
2 + 

8:~x] 
. 

1800 Qb (1 + u)t cT · . 
d3:;:;;.; . with u ~ 1- --- (1- mm [X,I.O}) 

cT . Qb ·. 

for't~ T, elsC u = 0 (4.7.le) 

-
Exhibit 4.7.1 

4.7.4 Case Studies 

·This se~tion presents three single~iritersecti9n analysis case studies in considerable detail. 
The first case (in Section 4.7.4.1) is a typical major-minor street intersection in a down-. 
town area: N"arrowlanes, bus stops, parking, and left-turn prohibitions are present. The 
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objective ·is the derivation of a detailed (pretimed) signal timing plan and estimation of 
. capacity and performance of the facility. The second case (in Section 4.7.4.2) presents a 

. complex intersection with a five-phase signal tilling containing both overlapping phases 
and approach-exclusive phasing. T~e ·Objective is the estimation of an optimal timing plan 
and· the expected performance of the facility. The third case (in Section 4. 7 .4.3) presents an 

· application of a pla~ning-level ·analysis of an intersection that presently does not exist. 

4.7.4.1 Simple Signalized Intersection· 

Figure 4.7 .4.1 presents the intersection of Date Street and Dole Street at the downtown 
location of a city with about 150,000 inhabitants. Date Street is a narrow arterial street 

N 

A 249 

37t< 
212 

~ 
----------------------~ 

DATE STREET . "/j 
. ~ "/j 

----------------------~ 
-,.- ~ 

B 

716_l~ 571 v 
145 

Ill lfjl 
I i 

·Area= CBD 
· LT are not allowed 
• Pretimed signal control 

I 

· Isolated intersection (random arrivals) 

i I 
W#~ 

94 

763 T857 
~ .....L- L :J L j7 

~----------------------~:~ 
~ . 10 
~- ------------------- --·' 10 

~ I II II 1
1

,7 
' 

279 

Figure 4. 7.4."1 Sample interSection for basic signal tifnings and capacity analysis. 
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and Dolt. Street is a secon?~ry ·street with considerable volume during the peak periods. 
Table 4.7.4.1 (a) SUf11marizes the field data. Volumes per direction are given along with 

. the proportion ofright-turnjn_g ·traffic. Left turns are banned from all directions at this 
intersectio'n. Some· notable conditions include a 3.6% slope in the north-south direction 
(nof~hbound is uphill), the prese·nce of parking and bus stops on the arterial street, as well 
as a considerable vol"ume of pedestrians. 

Given these condition·s, the prevailing saturation flows are estimated in Table 4. 7 .4.1 (b). 
The table simply replicates all the components of Eq. 4.7.3. The last column is the product 
of all columns from column(.\,) to column (pb). Since both V and s are now known, the 
flow ratio (VIs) can be estimated. The critical ratios can be selected by comparing those 
movements executed in the same phase and selecting the larger one. Specifically both 
NB and SB traffic moves during phase A. The NB traffic has the larger flow ratio (0.211 
versus 0.176); 0.21 I is selected. The same occurs for phase B. 

Prior to the estimation of the cycle length and the green allocation, the proper dura­
tion of the yellow and overlapping red (all red) must be estimated. The Traffic Engineering 
Handbook [4.20] of the Institute of Transportation Engineers utilized Eq. 2.3.7 for this 
purpose. The equation consistS of three components. The first two, when added up, con­
stitute the amount of yellow time and the third component constitutes the all red.* The gen­
eralized denominator of the second component may be written as 2a ± 2Gg, which 
accounts for the grade of the approach. The handbook makes the following assumptions 
for the estimation of Y + AR: 8 ~ 1.0, a ~ I 0, G = 32, and L ~ 20. W is defined as the 
distance from the stop line to the far edge of the conflicting traffic. For this case study the 
distance was determined in the field as 55 ft ·and 30 ft for the north-south and east-west 
direction, respectively. 

At the particular location a speed study was conducted and the 85th percenti1e of pre­
vailing speeds is shown in Table 4.7 .4.1 (c), in mi/h. Speed was converted into feet per second 
(ft/s) for use in Eq. 2.3.7. At this point all required data are available andY and AR can be 
estimated separately and for each individual approach. Since both north and south move­
ments have the right-of-way simultaneously, the end of their right-of-way should also occur 
simultaneously. As a result, the largest Y (3.8 sin this case) and AR (1.7 sin this case) for 
the NB and SB approaches are selected to form the final Y + AR for the north-south phase 
change interval (5.5 sin this case). A similar process applies to t.he-e-ast-we·st direction. 

The estimation of the cycle length is done next assuming a -lost time L = 4 s per phase. 
Webster's formula (Eq. 4.6.1) yields a cycle length equal to 37.9 s. Initial greens are 
obtained by simple proportioning of the available green (cycle = 37.9 minus total Y + AR 
= 10.4 s gives 27.5 s) based on the critical flow ratios. In this case we observe that the 
resultant green tilnes do not satiSfy the pedestrian green time requirement (G11), so the cycle 
is manually increased in 1-s intervalS until the requirement is satisfied. Th!s occurs when 
cycle Iength reaches· 51 s. 

At this point all inputs for capacity analysis are available and Table 4.7.4.l(d) is developed 
using the. HCM 2000 default value of0.9 for the peak-hour factor. All approaches are undersat­
urated and all PHF · X products are below I. This is a requirement for valid delay estimates. 

'"The~e de.finitions for Y and AR are not universally accepted. Section 2.3.2 presents the underlying prin­
ciple of dilemma-1one avoidance in the determination ofthe yellow and clearance- intervals. as well as a discus­

sion on common allocations of time between Y and AR. 
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TABlE 4.7.4.1(a) Field Data 

1 
2 
3 
4 

Approach 

NB 
SB 
EB 
WB 

Movmc 

TH+RT 
·TH+.RT 
TH+RT 
TH+RT 

v 

279 
249 
7.16 
857 

%HV 

2 
3.5 

5 

Width· 

11 
11 

'lO . 

10 

Slope 

3.6% 
-3.6% 

0% 
0% 

N 
N 
30 
30 

Note: Pedestrians: 140 on the north side crosswalk, 120 on the south side crosswalk, and so on. 

TABLE 4.7.4.1(b) Saturation Flows and Flow Ratios 

Busfhr 

N 
N 
25 
18 

Pe.ds. 

140 
120 
75 

90 

Approach Movmt. N w a g p bb RT LT pb Vh 

2 
3 
4 

NB TH + RT 1900 0.967 0.9 0.980 0.982 0.855 
SB TH + RT 1900 I 0.967 0.9 0.966 1.018 0.880 
EB TH + RT 1900 2 0.933 0.9 0.926 0.875 0.950 0.970 
WB . TH + RT 1900 2 0.933 0.9 0.952 0.875 0.964 0.967 

TABLE 4.7.4.1(cl Signal Timings 

Speed 

0.993 1351 0.206 
0.992 1419 0.175 
0.982 2339 0.306 
0.979 2428 0.353 

Final 

Chap.4 

%tum 

33 
15 
20 
17 

Crit? 

0 
0 
I 

Approach Movmt. 8 a G g mph ft/s y W L AR Y+AR Y+AR Y AR 

NB 
2 SB 
3 EB 
4 WB 

TH + RT 1.0 lO 32 0.036 30.1 
TH + RT 1.0 10 32 -0.036 33.4 
TH + RT 1.0 10 32 0 39.7 
TH+RT 1.0 lO 32 0 41.0 

Phase 

v;, 
crit 

44.1 3.0 55.0 20 1.7 
49.0 3.8 55.0 20 1.5 
58.2 3.9 30.0 20 0.9 
60.1 4.0 30.0 20 0.8 

4.7 

5.3 
4.8 
4.8 

5.5 
5.5 

4.9 
4.9 

Avail. Initial Next Final 
time g GP Check g Check g 

3.8 1.7 
3.8 1.7 
4.0 0.9 
4·.0 0.9 

A 

B 
0.206 28.2 . 10.4 15.0 not 15.0 ok 

ok 
15.0 
25.6 

TABLE:4.7.4.1{dl Capacity Analysis 

2 
3 
4 

Approach 

NB 
SB 
EB 
WB 

Movmt. 

TH+RT 
TH+RT 
TH+RT 
TH +RT 

v 

279 
249 

. 716 

85~ 

TABlE 4.7 .4.1lel Level of Service 

1. 
2 
3 
4 

Approach 

NB 
SB 
~B 
WB 

Movmt. 

TH+RT 
-TH+RT 
TH+RT 
TH+RT 

D, 

16.5 
15.8 
9.6 
10.4 

0.353 28.2 17.8 7.6 ok 25.6 

cs"" 0.559 
C0 "' 38.6 

PHF 

0.90 
0.90 
0.90 
0.90 

k 

0.50 
0.50 
6.50 
0.50 

v. 

310 
277 

796 
952 

D, 

14.1 
8.1 
3.1 

5.0 

PF 

1.0 
1.0 
1.0 
1.0 

g 

15.0 
15.0 

25.6, 
25.6 

38 

c 

51 
51 
51 
5l 

forL~8 

Delay 

30.6 
23.9 
12.7 
15.4 

g/C 

0.29 
0.29 
0.50 
0.50 

LOS 

c 
.c 
B 
B 

51 51.0 

X"' VIc 

397 
417 
1175 

'1220 

Approach 

Delay 

30.6 
23.9 
12.7 
15.4 

LOS 

c 
c 
B 
B 

0.78 
. 0.66 

0.68 
0.78 

0.70 
0.60 
0.61 
0.70 

Intersection 

Delay LOS 

17.5 
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' Delay and level-of-service (LOS) estimates are derived in Table 4.7.4.l(e). Default 
values of k = 0.50 (pretimed controiler) and PF = 1.0 (isolated intersection less the absence 
of. sigi1a1 coordination) aTe used: ·overall the intersection is operating at LOS B. 

4.7-4.2 Complex Signalized Intersection 

Figure 4.7.4.2 presents the intersection of Wiliki Avenue and Manoa Road at a suburban 
location of a city with about750;000 inhabitants. Wiliki Avenue is a major regionalarterial 
street and Manoa Road is a busy collector street which leads to a college campus with more 
than 12,000 students. All movements are allowed at this intersection and1left-turn lanes are 
present on the .. north-south arteriaL Table 4.7.4.2(a) summarizes the field data. Volumes per 
direction and movement (as applicable) are given for each 15-min period during the 
morning peak hour. The proportion of turning traffic and heavy vehicles also are given. 
Notable conditions include a 3% slope in the north-south direction (northbound is uphill), 
the presence of parking on one approach and bus stops on two approaches as well as a heavy 
volume of pedestrians. The intersection Was heavily congested during the time of the data 
collection, but flow was not obstructed by any nearby bottlenecks. 

Given these conditions, the prevailing saturation flows are estimated in Table 4, 7.4.2(b). 
The table simply replicates all the components of formula 4.7.3. The last column is the 
product of all columns from column (s0 ) to column (pb). Since both V and s are now known. 

N ' I 
I 
I 
I 
I 
I 
I 
I 

i i lL 
I I 

-~~:-=oc-:;:-;c,-J./'/ ///// //; 
MANOA ROAD ;:; 

c.-•------------ ~ 

~------,, ~ 
----------~- ~ 
. ......;;;: 

AL 
I 

B i L 

c : i1: ~ 
D*· r 

·All lanes 12ft except EB = 10ft. 
·Width of median .. is minimal; not a pedestrian refuge 
·Triangular island is a sufficient pedestrian refuge 
· NB right turns do not conflict with pedestrians 
·Parking activity= minimal 
·Area= non-CBD 
·Phasing: all LT are protected; Y + AR = 5 s. 
-Actuated, non-coordinated; unit extension= 3.0 sec. 
·Random arrivals 

Figure 4.7.4.2 Sample inter.section for coinnlex signal t_itnings and cipacity analysis. 
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TABLE 4.7.4.2{a) Field Data 

15-min volumes 

Approach ·Movmt. Q; Q, Q, Q, %HV S.J~'pe Park Bus/h Peds. %turn v 

LT 3E 42 39 37 0 100 !56 
2 NB TH 124 137 141 133 4 3% N 10 225 0 535 
3 RT 223 208 187 '95 2.5 100 813 

4 SB LT 55 58 47 49 0.5 -3% N N 153 100 209 
5 TH + RT 188 192 166 147 2 4 693 

6 EB TH + RT 66 73 68 70 2 0% N N 57 85 277 
7 TH+LT 37 33 5I 26 3 75 147 

8 WB TH + RT 74 78 69 66 I 0%- y 10 144 92 287 
9 TH +"LT 81 97 84 75 0 27 337 

Nore: Pedestrians: 225 on the north side crosswalk. 153 on lhe south side crosswalk, and so on. 

TABLE 4.7.4.2{b) Saturation Flows and Flow Ratios 

Approach Movmt. ·'o N " a HV g p bb RT LT pb VI' Crit? 

I LT 19DO I 0.985 0.950 !778 0.088 
2 NB TH 1900 2 0.962 0.985 0..980 3527 0.152 0 
3 RT !900 2 0.976 0.985 0.743 2713 0.300 0 

4 SB LT 1900 0.995 1.015 I 0.950 I !823 0.115 
5 TH + RT 1900 2 0.980 1.015 0.991 0.987 3699 0.187 

EB TH + RT 1900 0.933 0.980 I 0.849 0.986 1456 0.190 
7 m +LT 1900 0.933 0.971 I 0.950 1636 0.090 0 

8 WB TH + RT 1900 0.990 0.900 0.960 0.799 I 0.980 1272 0.226 I 
9 TH + LT 1900 0.900 0.950 1625 0.207 0 

TABLE 4.7.4.2lcl Signal Timings 

Phase 

A 
B 
c 
D 
E 

cs-
Co= 

VI< 
Avail. Initial Final 

Initial Adj. I Adj. 2 time g G, Check g 

0.088 0.088 0.088 72 9.9 N.A. 9.9 
0.115 0.027 ~0.017 72 ~ t.9 N.A. ~ 1.9 
{).187 0.160 0.152 72 17.0 14.0 ok 17.0 
0.226 0.226 0.226 72 25.3 20.0 ok 25.3 
{),!90 0.190 0.190 72 21.4 20.0 ok 21.4 

0.806 0.691 0.638 
180 113 97 97 

the flow ratio (Vis) can be estimated. The critical ratios need to be selected carefully because 
the "select the largest Vic ratio" rule does not apply to phases that serve movements in an over, , 
lapping fashion, that is, movements that are served in more ·than one phase. This is an o_utcome 
of the actuated signal controller, which enables the extension of green on approaches having 
heavier volumes. Let us work out this selection phase-by-phase. 

Plwse A. It serves the NB and SB left turns. Observe that the SB left turns also are served 
in phase B. Therefore phase A must serve the NB left turns because they are not served in 
any other phase. Thus the NB left-turn movement is critical. · 

Phase B. It is an extension. of phase A having an objective to serVe the· remaining· volume 
of SB left turns. The SB-through movement does not conflict with the SB left turns, so it is 
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TABLE 4.7.4.2ldl CapacitY ~nalysis 

Approach Movmt.. v . . PHF v" g c g!C ' X= VIc PHF·X 

1 LT 156 . 0:93 168 9.9 96.7 0.10 181 0.93 0.86 
2 NB TH 535 0.95 564 17.0 %.7 0.18 622 0.91 0.86 

RT 813 0.91 892 47.4 96.7 0.49 1330 0.67 0.61 

4. SB LT 209 0.90 232 12.9 96.7 0.13 244 0.95 0.86 
5 TH+RT 693 0.90 768 20.1 96.7 0.21 769 1.00 0.90 

6 EB TH + RT 277 0.95 292 21.4 96.7 0.22 322 0.91 0.86 
7 TH + LT 147 0.72 204 2L4 96.7 0.22 362 0.56 0.41 

8 WB TH+RT 287 0.92 312 25.3 96.7 0.26 334 0.94 0.86 

9 TH +LT 337 0.87 388 25.3 %.7 0.26 426 0.91 0.79 

forL-20 XC 80.4% 

TABLE 4.7.4.2(e) Level of Service 

Approkch Inters. 
Approach Movmt. D, k D, PF Delay LOS delay LOS delay 

1 LT 43.0 0.44 46.3 1.0 89.3 F 
2 NB TH 39.0 0.43 17.1 1.0 56.2 E 40.1 D 
3 RT 18.7 0.24 1.3 1.0 2D.O c 
4 SB LT 41.6 0.46 44.5 1.0 ·86.0 F 54.8 

5 TH+ RT 38.3 0.50 32.0 1.0 -70.3 E 73.9 E delay 

6 EB TH+RT 36.7 0.43 28.0 1.0 64.7 E 
7 TH +LT 33.5 0.16 2.0 1.0 35.6 D 54.6 D 

8 WB TH + RT 35.7 0.45 32.9 1.0 68.6 E 
9 TH +LT 34.6 0.43 23.5 1.0 58.1 E 62.9 E 

also given green, but it is also served in phase C. For this phase the SB left tum is the crit­
ical movement (with a proper adjustment as shown later). 

Phase C. It serves the NB and SB-through traffic. The rule "select the largest Vic ratio'• 
applies here. but an adjustment is needed, as shown below. The SB-through movement is 
the critical one. 
Phases D and E. They do not contain any overlapping movements, thus the select the largest 
Vic ratio rule applies. It results in the WB-through and right tum as critical for phase D and 
the EB-through and right turn as critical for phase E. 

This intersectio~ has been signalized for several years. The overseeing authority utilizes 
Y + AR = 5 s for all approaches, which is taken as given for the purposes of this case study. 
Next the cycle length and green allocation is done in Table 4.7.4.2(c) taking L = 4 s per phase. 

In Table 4. 7 .4.2( c), the critical flow ratios, as identified at the last column of 
Table 4.7.4.2(b), are copied next to phases A through E. Using Webster's formula, an 
initial estimation of the cycle length is made. The estimate is a huge 180 s. This will be 
reduced significantly because of two necessary adjustments. 

Flow ratio adjustment I (adj. 1) pertains to overlapping movements. Specifically: 

• SB, LT is served in. both phases A and 13 and is critical for phase B. The magnitude 
for phase B needs to be reduced by that included in phase A: 0.115 - 0.088 = 0.027. 

• SB, TH + RT is served in both phases B· and C. The magnitude for phase C needs to 
be reduced by that included in phase B: 0.187- 0.027 = 0.160. 
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The estimate of cycle length after this adjustment is 113 s, which is below fhe upper bound of 
large cycle lengths suggested in HCM 2000 (120 to 150 s for severely congested locations.) 

Flow ratio adjustment 2 (adj. 2) also pertains to overlapping movements and accounts 
for the fact that-while a move!Jlent is eXpiring' and receives Y + AR, the overlapping move­
ment receives a·cofttinuous green. Obs'erve this in the· phasing diagram in Fig. 4-.7.4.2: 
During the transition from phase A to phase B the NB left turns receive 5. s ofY + AR· at 
the same time the SB left turns receive 5 s of green, which needs to be subtracted from ;he 
allocation. The specific adjustment for phase B is 

adj. 2 = 0.027 - 5 + 113 = -0.017 

where 5 sis theY + AR time and 113 sis the cycle length estimate from fhe previous adjust­
ment. The estimate for adjustment 2 may-be positive, equal to zero, or even negative, as in 
this case. A negative estimate in reality translates to this: In the transition from phase A to 
phase B, NB left turns receive 5 s ofY + AR. During a few (e.g., 3.5 s) of fhe 5 s the SB 
left turns receive green, then the signal turns yellow for the balance (e.g., 1.5 s). So phase B 
may have a value between any positive number and "-4.9 s. 

The same adjustment for phase C is more challenging: 

adj. 2 = 0.160- 5 + 113 = 0.116 

which is less that the flow ratio for NB, TH (0.152), which in turn becomes critical and is 
used for the signal timings eStimation. The reason is that NB, TH is served exclusively in 
phase C and requires a proportion of green, which is greater than orequal to 0.152/CS. 

The final cycle length is a reasonable 97 s and is sufficient for fulfilling the pedes­
trian crossing requirements. For example,. for phase E 

Minimum GP = 7 + (6 X 12) + 4- 5 = 20.0 <21.4 s 

Note that left turns and pedestrian crossings never coincide. The final greens are given in 
fhe last column c;f Table 4.7.4.2(c). (Caution: These are the greens for each phase.) The 
greens of overlapping movements must be estimated separately. Specifically fhe green 
times for the two overlapping movements mentioned earlier are 

SB, LT = 9.9 + 5.0 - 1.9 = 12.9 s 

SB, TH + RT = -1.9 + 5.0 + 17.0 = 20.1s 

Also, fhe NB right-turnmovement operates in two adjacent phases; its total green time is 
17.0 + 5.0 + 25.3 = 47.4 s. 

At fhis point all inputs for capacity analysis are available and 'fable 4.7.4.2(d) is 
developed using the peak-hour factor estimates derived by using fhe four,quarter-hour 
measurements in Table 4.7.4.2(a). Several approaches are nearly saturated but all PHF ·X 
products are ,;; I. This is a requirement forvalid delay estimates. 

Delay and level-of-service estimates are derived in Table 4.7.4.2(e). Values fork are 
derived using Eq. 4.7.10 and km;n = 0.11. PF = 1.0 is used because fhis is an.isolated inter­
section (absence of signal coordination). The delay for each approach is estimated as a 

. weighted average. For example, the delay for the NB approach is 

(89.3 · 156 + 56.2 · 535 + 20.0 · 813) + (156 + 535 + 8!3) = 40.1 s/veh 
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Overall the intersection is estimated.to operate at LOS D (marginally below E), which is 
consistent with the level ofc~ngestion .<:bserved in the field. 

· 4. 7 .4.3 Planning a Signalized Intersection 

Figure 4.7.4.3 presents the intersection of New Avenue and Bonsai Road. New Avenue will 
serVe as a collector road for a proposed retail and residential subdivision at a suburban loca­
tion of a city with about two million inhabitants. Bonsai Road is a secondary arterial street 
with low-to-moderate traffic. All movements will be allowed at this intersection and left-' . . 
turn lanes are planned on the proposed north-south collector road. Figure 4.7.4.3 also pres-
ents the available data along with typical default values from HCM 1997. 

Table 4.7.4.3(a) is a spreadsheet synthesized from the HCM 1997 planning proce­
dure. Step !(e) presents the HCM-based rule of thumb for selecting protected or permitted 

N ~ 
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Figure 4.7.4.3 Sample intersection for planning analysis., 
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TABLE 4.7A.31al Planning Analysis Volume Work.Sheet 

Approach 

Step Procedure NB SB EB WB 

a LT volume 100 150 25 60 
b Opposing ·mainline volume (TH + RT) 550 450 240 225 

' No. of exc!u>;ive LT lanes 1 0 0 
d Ji.T"" 0.95 for single LT, 0.92 for twin LT 0.95 0.95 0.95 0.95 

IfLT volume >90 veh/h, then protected LT. is 
needed if: 

e [Ja]·! !bJ > 55,000 and opposing lanes = J 55,000 67,500 6000 13,500 
[la]·{lb] > 90.000 and opposing lanes= 2 

f Specify; protected, permitted, not opposed PROT. PROT. PERM. PERM. 

" Adjusted LT lane volume = II aj/([ Jcj· [ 1 d]): zero 0 

for permitted 105 158 0 0 

2 " RT volume 125 100 75 40 
b hn = 0.85 0.85 0.85 0.85 0.85 
c Adjusted RT volume= f2al/[2b] 147 118 88 47 

3 a TH volume 325 450 150 200 
b J;, is 0.8, 0.9, and 0.933 for 1, 2, or 3 lanes adjacent 

to curb parking, respectively, 1.0 otherwise 0.8 0.8 
c No. ofTH Janes, including shared lanes 

Exclusive 4 " Approach volume= ([2c] + [3a])/f3b] 472 568 n.a. n.a. 
LT. 
Shared 

LT 

b TH lane volume ""' f4aj/f3c] = CRfTICAL VOLUME 472 568 n.a. n.a. 

4 o' Approach volume.= ([2c] + [3aj)/[3b] n.a. n.a. 281 300 
b' ./lx(Fig. 9-18, HCM 1997J n.a. n.a. 0.717 0.676 
c' TH lane volume= {4a']l(\3c]·\4b']l = 

CR1T1CAL VOLUME n.a. n.a. 392 444 

5 a Maximum cycle (C"'~') 120 
b Permitted LT sneaker capacity = 7 .200/[Saj 60 

left-turn 'ignal operation. All rows are self-explanatory and consistent with HCM 1997, 
except row 4(b') in which the HCM requires the estimation of a long and detailed worksheet. 
This may be too burdensome for the planning-level analysis. Considering the overall uncer­
tainty of this type of analysis, a much simpler approximation for the fLT coefficient estima­
tion i' needed, such as fer= 0.75- 0.3 X [!e)+ 55,000, used in this case study. 

Once the volume worksheet is completed [Table 4.7.4.3(a)]. the analysis proceeds 
with the signal worksh.eet. The engineer must select a reasonable phasing scheme that is 
likely to work well with the planned geometry. For this case study a reasonable plan should 
take advantage of the planned left-turn bays on the north-south collector. Given th!' 
expected volumes, the phasing may be wrilten as follows (using HCM nomenclature): 

NSL 

STL 

NST 

EWT 

NB and SB left turns 

SB-through and left turns 

NB- and SB-through traffic 

EB- and WE-through traffic (all traffic) 
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TABLE 4.7.4.3{b) Planning 'AnalysiS Signal Operations Worksheet 

Factor 

CV 
scv 
PL 

L 
CBD 
PHF 

cmax 
z 

X= 

RS 
Ratio 
c 
c 
g 

Check 

Zc 
Xc=60 

North-South 

·~hase I Phase 2 
NSL · STL 

Vplume 1 !05 53 
Volume 2 
Volume 3 
Select critical volume !05 53 
Sum of critical volumes 11!7 
Lost time per phase 

Total lost time 
0.9 if in CBD, 1.0 otherwise 
Default PHF is 0.9 
Maximum cycle 
(l-L1Cm,J·I900·CBD·PHF 
Critical X = SCV /Z 
Intersection status 

!7!0·CBD·PHFI539 
Min(SCV, RS) IRS 
Cycle length = L I (1 - ratio) 
Final cycle length 
(C-L)·(CV/SCV) 4.9 2.5 
SUM(g) + L 
(l-LIC)·I900·CBD·PHF 
Expected critical X= SCV!Ac 
Expected intersection status 

Phase 3 Phase I 
NST 

515 
472 

5!5 

4 

8 
1.0 
0.9 
120 
1596 

70.0% 

EWT 

392 
444 

444 

4 

under capacity 

24.0 

0.73 
29.2 
60 

60.0 
!482 

75.4% 

20.7 

under capacity 

East-West 

Phase 2 Phase 3 

(] 0 

The corresponding volumes are copied from the volume worksheet and the critical 
volume is selected as the largest for·each phase. Lost time is taken equal to 4 sand only for 
phases without overlapping movements (which tends to produce unrealistically short cycle 
lengths as shown below). Minimum and maximum cycle lengths are Iaken as 60 and 120 s, 
respectively, per HCM 1997. X,m is estimated and a judgment is made whether the design 
is under, near, at, or over capacity. The .desired result is "'und~r capacity" and this design 
achieves the stated goaL 

Preliminary cycle estimation :and greens can be estimated as shown in Table 4.7.4.3(b). 
The cycle estimate of 29.2 sis too small and it i.s replaced by 60s. A new Z-factor is esti­
mated and a final X,m is obtained, which also fulfills the stated goaL 

A preliminary design ofleft-tum bay lengths can also be accomplished using a simple 
graph and table in HCM 1997. Basically, the length of left-tum storage is derived as a func­
titm of the passenger-car-equivalent volume on the subject left turn movement assuming a 
fixed cycle length and degree •of .saturation. A table of adjustment factors is provided for 
other CQmbinations of X and :C. The left-tum requirement may be described as follows: 

1.1 ft of storage for each passenger car/hr (pc!h) for the first !50 pc/h, and 0.3 ft 
of storage for all pc/h in .excess of 150 pc/h. These approximate estimates correspond to 
X = 0.80 and C = 75 s. ' 
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For this case study the derived X~ 0.754 and C = 60s yield a correction factor (see 
HCM 1997) of 0.902. Assuming all passenger cars, a lO-year horizon, and a.4% annual 
growth r~te, the left-turn storage· require~~:nts .are 
NB: .100 X 1.4= 140 pc/h and 140 X 0.902 X 1.1 = 142ft 

SB: !50 X 1.4 = 210 pc/h and (150 X 1.1 + 60 X 0.3) X 0.902 X 1.1 = 182ft 

4. 7.5 Arterial Street LOS and Congestion 
.Quantification 

Areawide and corridor analyses require the assessment of the leVel of service or the quan­
tification of congestion along urban or suburban arterials. Resources for such analyses 
include the HCM for level of service estimation and NCHRP 398 for the quantification of 
·Congestion. This section summarizes the respective procedures after a brief definition of the 
various classes of arterials according to HCM 2000. These definitions differ somewhat from 
AASHTO's functional classification of highways and streets illustrated in Table 2.4.1. 

Arterials are classified based on their functional and design category. The functional 
categorization distinguishes arterials in principal and minor. Unlike AASHTO's definition, 
principal arterials in the HCM do not include freeways. Principal arterials connect impor­
tant urban centers of activity. Minar' arterials supplement principal arterials by connecting 
urban centers to neighborhoods and one neighborhood to another. The design categoriza­
tion distinguishes arterials to high speed, suburban, intennediate, and urban. A high-speed 
design typically corresponds to a multilane street without parking, exclusive lanes for left 
turns, absence of curb parking, and fewer than 3 signalized intersections per mile. Shoulders 
as well as partial separation with medians are often present. The suburban design is sim­
ilar, but it contains more frequent access points and fewer than 5 signalized intersectiOns 
per mile. An intermediate design does not contain medians and shoulders, it may lack left 
tum bays at some' intersections, and there may be sections. where curb parking is allowed. 
Signal density may be as high as I 0 signalized intersections per mile. An urban design has 
6 to 13 signalized intersections per mile, curb parking along most of the length, few exclu­
sive left-tum lanes, and some interference from pedestrians. 

Four classes of arterials are recognized based on their functional and design cate­
gories [4.3]: 

Class I principal. and high speed 

Class II principal and suburban or minor and suburban 

Class III principal and intermediate or minor and suburban 

Class IV principal and urban or minor and intermediate or urban 

The level-of-service estimation in the HCM depends on the estimation of the prevailing 
average travel speed for the time period under analysis. It is .recommended that this is estab­
lished in the field with several runs of vehicles on the through lanes of the subject arterial seg­
ment. In the absence of field observations, then, the arterial speed (SA) is estimated as follows: 

3600 · L s =-----
A TR. L + ld 

(4.7.22) 
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'where 

SA average speed on th~ subject 'segment, in mi/h 

T R tOtal-running time per' rilile of the subject segment, in s; it can be taken from 
Table4.7.5.1 

L length of subject segment, in mi 

201 

ld l[du · PF, + d2, + d31], sum of the control delay for the through movement at all 
the signalized intersections along the subject segment; i = 1, ... , N are the 
intersections along the subject segment (the formulas for d 1, d2, and d3 have been 
presented earlier) 

An important consideration in the analysis of arterials in signal coordination (or arte­
rial progression), which is accounted for by the progression factor PF [see Eq. 4.7. I (e)]. PF 
for arterial streets is estimated as follows: 

c 
--- - RP 

PF = C ·!rAG (4.7.23) 

g 

where 

g/C green ratio 

frAG adjustment for platoon arrival during green; it is taken from Table 4.7.5.2 

RP platoon. ratio taken from Table 4.7.5.2 or estimated as follows: 

c 
R = P · -- (4.7.24) 

w g 

Once the prevailing speed has been estimated either in the field or with Eq. 4.7.22, 
Table 4.7.5.3 is usedtodetennine the level of service for arterials in classes, I, II, III, and IV. 

TABlE 4.7.5.1 Arterial Street Running Time (TR) in s/mt 

Arterial Class and Free-Flow Speed 

II 

56 50 43 43 40 34 

l 95 !01 108 106 109 121 
Average l 72 79 92 90 93 105 
segment 3 69 76 87 87 92 105 ' .length (mi) I 64 72 82 82 89 !05 

Source: Transportation Research Board [4.3]. See HCM for current values. 
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TABLE 4.7.5.2 Arterial Progression Factors 

An:ival type Progression qUality 

1 · Very poor 
2 Unfavorable 
3 Random arrivals 

4 Favorable 
5 Very favorable 

6 Exceptional 

Platoon ratio 
(Rp) range 

~ 0.50 
> 0.50-0.85 
> 0.85-l.JS 
> 1.!5-1.50 
> 1.50-2.00 

> 2.00 

Platoon ratio 

(Rp) default 

0.333 
0.667 

1.000 

1.333 
1.667 

2.000 

Source: Transportation Research Board (4.3]. See HCM for current value~. 

TABLE 4.7.5.3 Arterial Street Level of Service 

Class and Typical Free-Flow Speed Range (mi/hJ 

43-56 

A >45 
L B > 35-45 
0 c > 25--35 
s D > 20-25 

E > 16--20 
F ,;; 16 

11 
34-47 

Ill 
31-34 

Average travel speed (milh) 

> 37 > 31 
> 29-27 > 24-31 
> 21-29 > 18-24 
> 16-21 > 14-18 
> 14--16 > 11-14 

>S 14 ~II 

Source: Transportation Research -Board f4.3]. See HCM for current values. 

Chap. 4 

1.00 
0.93 
1.00 

1.15 

1.00 
1.00 

JV 
25-34 

> 25 
> 20-25 
> 14-20 
> ll--14 
> 9-11 
<S9 

The HCM states that this methodology is not sensitive to the presence of bottlenecks (e.g., 
narrow bridge), other lane additions or drops, gridlock conditions, and intersection blockage. 

NCHRP 398 [4.10] presents simple procedures based on empirically derived regres­
sion equations with which the level of congestion on an arterial can-be quantified. The fol­
lowing equation applies to classes I, II, and. Ill of arterial streets and is based on the 
volume-to-capacity ratio:_ 

(4.7.25) 

where 

SrH peak-hour speed, in mi/h 

S free-flow speed, in mi/h 

X degree of saturation 

ESD effective signal density derived as follows: 

ESD = SD · ( l - ~) (4.7.26) 

where 
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SD signal densjty, in the,numbef of signalized intersections per mile 

B through-ban(! duration, in s 

C cycle length: in s 

If X is not available, then the average daily traffic per lane (ADT1J may be used as a 
surrogate: 

[ (
ADT )4]-0.1 

SPH = s. (! + ESD)- 0·3 . I + __ "_L . (4.7.27) 

where F is 10,000 for class I arterials or 8000 for cia" II and lli arterials. 
NCHRP 398 compares its congestion quantification procedures with the level­

of-service analyses in the HCM and pinpoints the strengths and applicability of each 
procedures: 

It should be noted that the design and operation analysis in HCM have different objec­
tives and end products than a congestion procedure. They are better suited to identifying 
location-specific problems than to assessing route, corridor and areawide congestion 
levels. Estimating density or delay to estimale a level-of-service, for example, provides 

. information to operations and design personnel, but must be farther manipulated to 

. quantify congestion problems. Just as congestion cannot be used to re~time signals, 
level-of-service measures cannot support many uses and needs of congestion measures, 
particularly on a systems basis, nor do they assess the intensity and duration of conges­
tion. Congestion estimates on arterial streets using travel time study data can directly 
evaluate the effect of coordinated signals and are able to determine the difference 
between delay due to signal operation and delay due to traffic volume. 

4,8 TRAFFIC DATA COLLECTION METHODS 

There is a long list of data that need to be collected to apply the Highway Capacity M' nual 
procedure for the capacity estimation and performance evaluation of a signalized- intersec­
tion. The required data may be grouped into two types: static and dynamic (time­
dependent). S~tic data are measured once, whereas dynamic data are collected 
continuously during the data collection period. Geometric characteristics (i.e., lane widths 
and grades) as well as pretimed signal timings and the area type are static data. Time­
dependent data are traffic volumes, traffic composition (i.e., percent of heavy vehicles in 
traffic), arrival type (i.e. , percent of vehicles arriving in green), and signal timings of actu­
ated controllers (i.e., cycle length and green time available to each movement). Other time­
dependent data are the number of buses stopping at the intersection to serve paSSengers and 
the number of parking maneuvers per hour. In addition, actual saturation flows and delays 
can be measured directly in the field. 

There are three common ways for collecting traffic data: (l) image recording with 
·video or film cameras, (2) manual collection with a team of workers, and (3) automated 
collection with portable or fixed detectors. These range in sophistication from pneumUtic 
tubes.(which are still a popular portable counter) to video or radar detectors. (The types of 
ietectors are covered in Section 6.5.4.1). The third approach is prefeHed only when daily 
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· ··volun1es are desired. These volumes are appropriate for evaluating networks as well as for 
planning applications. 

The actUal 'd;lta collected with·pneupiatic tubes are the number of vehicle axles that 
cross a specific approach of lane at any time (Le., hourly, d'aily, monthly, or annual counts). 
Dynamic data collected wjth tubes attached to the pavement cannot supply infonnation on 
turning movements, arrivals on green, and traffic composition. Data collected with such 
counters are least appropriate for capacity estimation and performance evaluation. 

The videotaping or filming alternative requires image recording equipment as well as 
some experience for its appropriate location and use. To obtain a sUfficiently wide field of 
view, an elevated point may be necessary. After the recording is complete a substantial 
number of labor hours is required to translate pictures (frames) into numerical data. Spe­
cially manufactured film editors may be necessary because the intervals between frames 
must be precisely equal to a specified amount of time (e.g., 2 to 20 s). 

A major problem with this approach is that the signal indications cannot be viewed 
at the same time as the queues of vehicles. This is a substantial disadvantage when the traffic 
signal controller is actuated or when arrivals during green are desired. Multiple cameras 
may resolve this problem, but then precisely synchronized film editors must be used for the 
derivation of numerical data from the tapes. 

Image recognition technology simplifies these tasks by having a computer con­
nected to the cameras and translate images (i.e., vehicles by type and signal displays} 
directly into numerical format. Such automated image processing devices entered the 
market in the early 1990s. Devices such as the AUTOSCOPE, Video Track, Trafficon, and 
a few others can automatically count volumes from video images and derive a multitude 
of traffic parameters. 

The most common option for data collection is with a team of workers, each of whom 
takes measurements of a specific traffic element. For a specific approach with variable 
signal timings (actuated signal controller) the following measurement assignments are nec­
essary for full coverage of all inputs required for signalized intersection analysis: 

1. Service volume (i.e., vehicles crossing the stop line)for each movement of traffic (i.e., 
through, right, and left turns) along with the number of heavy vehicles in each move­
ment. It is preferred to record this infonnation at the end of each cycle (end of green 
for the approach} because the peak 15 min can be identified accurately. In practice, it 
is common to take volume measurements every 15 min, following the suggestion in 
the HCM. Procedures for traffic counts for the analysis of intersections with actuated 
signal controllers have been devised [4.23, 4.24]. 

2. Total number of arrivals as well as the arrivals during green. This results in the true 
demand for service for each approach, while it :alsO furnishes accurate inputs forthe 
type of arrival (i.e., if most vehicles arrive at the beginning of green, the arterial pro­
gression is good and the delays are reduced). Typically these measurements are not 
done in small-scale, local applications. 

3. Duration of green for each movement and cycle ..length. These measurements are 
taken and recorded every cycle. If the intersection has a pretimed signal controller, 
cycle length and green times may be taken only once, Signal timings may also be pro­
vided by the city traffic engineer. For actuated controllers, average duration of phases 
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is derived, which consequ~ntlY_ ·compromises the accuracy of intersection capacity 
.and p~rforma~ce. 

· Th~-labor needed for ~e Collection of traffic data for intersection capacity analysis 
varieS considerably with the design, operation, size, and load of the intersection. In addi­
tiofl:, the experience and reliability of. the traffic counts team is an irriportant factor. Usually 
experienced labor may accurately execute multiple assignments (i.e., volume data collec­
tion from more than one approach and for all the movements of traffic). 

For intersections with actuated signal controllers the number of people necessary for 
full coverage (i.e., volume counts from all approaches and signal timing data collection) 
varies between 3 and l 0. Figure 4.8.1 shows a typical intersection configuration with the 
traffic-count people positioned so as to minimize the personnel needs. The first volume­
counting person (VC 1) IS responsible for volume counts on the eastbound and southbound 
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Figure 4.8.1 Personnel assignments for collection of time-dependent data at an 
intersection with a two-phase actuated signal controller. 
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approaches, whereas the second 'volUme-countiJ;g person (VC2 ) takes care of the west­
bOund .and riorthbound volumes: ConSider VC2 : When any of the movements on approach 
A 1 have green, traffic is counted at the stdp·li~e of approach A 1 and approach B2 is ignored 
becau'se none ofthe rnovemeQtS on approach.B2 has the right-of-way, except for right-turn­
on-red (RTOR), if permitted, and.vice versa. Thus one person could take counts from two 
approaches. The task of traffic counts may be difficult for two persons to accomplish at inter­
sections with ffiultilane approaches and heavy tfaffic. In such Cases one volume-counting 
person should be allocated for each approach. 

Similarly, two to four persons are needed for the collection of signal timing data, if 
they are variable. In Fig. 4.8.1 the intersection was assumed to op·erate in two phases. In this 
case two persons are adequate for measuring signal timings. One .person (SM 1) times the 
duration of green for phase A (east-west traffic, approaches A 1 and A2) and the cycle length, 
whereas the other (SM2) times the duration of green for phase B (nmth-south traffic, 
approaches B1 and B2). For a complex signal operation with protected left:turn phases 
and/or other features more persons are required, the maximum being five persons: one for 
each of the four approaches and the fifth one for the cycle-length measurement [4.24]. 

Additional labor iS required if field-measured saturation flows and stopped delays are 
desired. Field delays can be estimated with a better than :'::I 0% accuracy by following a 
simple procedure. Every 10, 15, or 20 s (the length of the sampling interval is defined a priori) 
the number of stopped vehicles are recorded. (A vehicle is considered stopped when it is 
within one car length from the vehicle ahead of it in the queue.) Simultaneously volume 
counts are obtained. These recordings should be taken per lane or lane group. Then field delay 
(stopped delay), in seconds per vehicle (s/veh), is obtained by using the following fonnula: 

. VI 
F1eld delay = - ;;- (4.8. I) 

where 

V.~ sum of all stopped vehicles counted 

I length of time interval 

V volume count 
\ 

The field measurement of the saturation flow for a specific lane is simple as well. It 
requires the accurate meaSurement of the elapsed time betWeen the fourth and the Nth 
vehicle as they discharge, with the reference point the stop line. All vehicles from the first 
to the Nth must be in queue to obtain a valid measurement Usually the tenth vehicle in 
queue is utilized (i.e., time between the front bumper of the fourth and the front bumper of 
the tenth vehicle as they cross the stop line). The field saturation flow can be estimated 
using the following formula: 

3600 s = -----··-·----
field t '!(N-4) 

4toN 

(4.8.2) 

Accuracy of a tenth of a second is essential. An elapsed time between the fourth and 
tenth vehicle equal to 10.8 s results in a saturation flow of 2000 pcphgpl (passenger cars 
per hour, green per lane). An error of :'::0.5 s r\'SU!ts in saturation flows equal to 2100 ;md 
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1900 pcphgpl, respectivily: Since the f?rmula for estimating field saturation flow is sensi­
tive to the elapsed time; accurate digital chronometers must be usecl and careful measure-
mentS_ rilust he taken-for repte~errtat.fVe lanes (one at a time). · 

''4.9 CAPACITY ANALYSIS OF UNSIGNALIZED INTERSECTIONS 

4.9. 'i Background 

The unsignalizcd intersection is the most common type of traffic intersection. At an 
unsignalized intersection the service discipline is typically controlled by signs (i.e., stop or 
yield signs). A primary objective of a traffic engineer studying_ an unsignalized intersection 
is to determine its capacity. ' 

There are four types of unsignalized intersections, each one with different flow and 
traffic control characteristics. The first type consists of one major and one minor street with 
stop sign.traffic control at the minor street. The second type consists of two streets of equal 
importance where the volume is neither too low (no traffic control required) nor too high 
(signalization is warranted); in this case traffic is controlled by stop signs on all approaches 
(four-way stop). The third type consists of two streets (or one street and an off-ramp) where 
either the flow ch"a~acteristics or the geometries (i.e., channelization) warrant yield traffic 
control for the minor street. The fourth type consists of an intersection where the traffic 
volume is loy;. In these traffic facilities the right-of-waY is determined by a rule; usually the 
rule is first-come, first-served; in case of ties the vehicle on the right has the priority. The 
first two types are commonly subject to capacity analysis . 

. Estimation of the capacity along the minor Street as well as of the left turns from the 
major to the minor street of an unsignalized intersection is the goal of unsignalized inter­
section analysis. The most common approach is stochastic (probabilistic) modeling. 
~Implicit in the stochastic m_odeling are the issues of gap distribution and gap acceptance. 
The stochastic modeling approach is incorporated in the Highway Capacity Manual [4.2] 
analysis of unsignalized intersections: 

Gap distribution represents the distribution of gaps on the major street flow. Long 
enough gaps give the opportunity of serVice to minor street traffic. Two alternative types of 
arrivals are usually assumed for the directional flows on the major street: random (Poisson) 
and platooned. Platooned arrivals are observed in the case where a signalized intersection 
exists upstream ahd/or downstream of the unsignalized-intersection; after the stopped vehi­
cles receive the green they arrive at the unsignalized intersection in platoons. 

The most common probability distrihution representing the headways (gaps) on the 
major street is the exponential distribution (i.e., random arrivals correspond to exponential 
interarrival times). In the case of platooned arrivals the lognormal distribution best approx­
imates the distribution of headways [4.25]. 

Gap acceptance, on the other hand, de.scribes the.drivers' behavior, such aS the prob­
abHity of accepting a gap of a certain size given the type of maneuver desired (i.e., cross the 
major street, or tum right or left on the major street). The driver's physical and mental con­
dition, the perception of risk, and the characteristics of acceleration and handling of the 
vehicle that he or she drives play a certain role in the decision of gap acceptance or rejec-
tion [ 4.26]. · · 
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4.9.2 Two-Way Stop-Contro'lled lnters.ections 

The traffic flow p~ocess at~ unsignil,lized intersection is complicated .since there are many 
distinct vehicular moyements to be accounted for, all of which operate stochastically. Most 
of ihese movements conflict with opposing vehicular volumes. The-se conflicts result in 
decreasing capacit)r,-increasing delays~ and increasing potential for traffic accidents. 

Figure 4.9.1 illustrates confliCts at an unsignalized intersection with stop control on 
the minor street. !cRT, t/H, and tcLT denote the critical gaps for the right turn, through, and 
left turn movements from the minor street, respectively. For a .specific movement a gap 
equal or longer than the critical gap may be accepted by a driver waiting on the minor street 
Theory, intuition, and empirical results indicate that usually Eq. (4:9.1) holds. A notable 
exception is that the gap required for crossing a four-lane major street (6.5 s) is shorter than 
the gap required for making a right turn onto a four-lane major street (6.9 s). 

tRT <tTH<tLT 
c c c (4.9.1) 

The left turns from the major street to the minor street have the top priority among all 
the permitted movements. Only after left-turning vehicles .from the major street have been 
served can vehicles from the minor street be served. Sometimes servicing may occur simul~ 

N 

t 
8 

L 

. rn 0 

r 

Priority of movements: 

Highest Priority 

Lowest Priority 

Figure 4.9.1 Identification of conflicts at an unsignali,zed intersection (riorthbound 
movements on the minor street not shown). 
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taneously, that is, left tum:frommajor and right turn from minor executed at the same time. 
It is <ilso proper to assume that long g'a:ps may be utilized by more than one vehicle on the 
miriorstr~et (i.e., multiple utilization of gaps [4.27]). 

·. The distribution of headv.:ays on the major street along with the gap acceptance 
· beha'l'ior·enable the derivation of the potential capacity of a stop-Controlled minor street. 
This is the first step in the 1985 HCM procedure for analysis of unsignalized intersections 
(Fig. 4.9.2). The plots in Fig. 4.9.2 were derived by using the following formula for poten­
tial capacity estimation [4.28]: 

with 

where 

Y~I'r 
3600' 

1 
T, = 2 T, + 0.5 (4.9.2) 

Vc sum of major street traffic volumes that conflict with the subject movement 

Tc critical gap 

Ts follow-up gap; the gap in addition to Tc needed to· serve the second, third, and so 
on, vehicle in multivehicle gap utilization 

The potential capacity needs adjustrn1!nt according to the directional flows and the 
totals of opposing volumes for each movement on the minor street. The adjustments in 
the 1985 HCM process have been criticized with regard to their reasonableness and accu­
racy [4.28, 4.29]. The British have abandoned this approach, whereas the Germans have 
revised their methodology (the HCM process is a modified version of an early German 
methodology). · 
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Figure 4.9.2 Potential capacity of a mitior street of an unsighalized intersection. 
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. The HCM 2000 procedure includes a n~mber of refinements to the basic method-
ology presented earlier [4.3]. The potential·capacity is given by the following formula: 

~a e . c = v 
P'l+e!3~ 

with (4.9.3) 

where 

a, [> as defined in Eq. 4.9.2 
11 replaces 1, (see HCM Chapter 17 for the exact 11 and 1, values) 

i 
A table provides base values for lc and 11.' Subsequently they are adjusted as follows: 

and (4.9.4) 

where 

t,. adjusted critical gap for the analyzed permitted movement 

fc,base base value for critical gap 

11 adjusted follow-up time 

tf,base base value for follow-up time 

IHv adjustment factor for heavy vehicles 

PHv = proportion of heavy vehicles in the analyzed movement 

tc adjustment factor for grade 

G grade (e.g., 0.04 for 4%) 

tr adjustment factor for two-stage gap acceptance 

r3,LT adjustment for minor street left turns at three-leg intersections. 

Two-stage gap acceptanc~ is applied to the crossing of arterials with wide medians 
that permit the temporary safe storage of one or more vehicles. ., 

To aid in the correct detennination of conflicting volumes (Vc) for each permitted 
movement, a ranking order has been established with rank 1 having the highest and rank 4 
having the lowest priority. On a typical four-leg two-way, stop-controlled (TWSC) inter­

. section, the ranking works as follows: 

• Rank 1: major street TH, major street RT, and pedestrian crossing parallel to the 
major street. 

• Rank 2: major street LT, pedestrian crossing parallel to the minor street, minor streetRT. 

• Rank 3: minor street TH. 

• Rank 4: minor street LT. 
' 

HCManalysisfora TWSC intersection proceeds as follows: 

L Summary of inputs . 
2. Esti.mation of-tc and t1 separatelY for Cach movement 
3.a. Adjust for upstream signals (platoonedanivals) and two-stage acceptancy, 

if applicable 
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3.b. Adjust for two-stage acceptance (no nearby signals), if applicable 
·4_ Impedance and m6vemtmt ~apacity 
4.a. Shared Jane approach; if applicable; this is a rather common condition 

. .4.b. Flared lane approach, if applicable; this permits a more expeditious service 
'to right-turn traffic· 

5. MOE estimation: delay, queue length, and level of service. The following 
formulas are used for the estimation of delay and queue length: 

211 

. [ f(;; (3600) ( v )' ] 
d = ~600 + 900T _\',_ - l + (..Vx - I) 

2 
+ s..-.; ;<x __ + 5 . 

cm,.r cm,x cm,x 450T 
(4.9.5) 

where 

d = average control delay, in seconds per vehicle (s/veh) 

V = volume for the analyzed movemen.t 

c = capacity (adjusted, not potential) for the analyzed movement 

T = time period of analysis (e.g., T = 0.25 for 15 min) 

The level of service for both two-way stop-controlled (TWSC) and all-way stop­
controlled (AWSC) intersections is to evaluate on a common LOS scale, which is dif­
ferent from the one used for signalized intersections. The HCM criteria for LOS are as 
follows: IAJ = 0-10, lli] = 10.1-15, [Q = 15.1-25, IQ] = 25.1-35, lliJ = 35.1-50, and 
[EJ = 50.1 or more seconds of control delay per vehicle [4.3]. Once the control delay has 
been estimated, the average queue length can be derived as follows: 

Q =dV (4.9.6) 

where 

Q = queue length for analyzed movement 

d = delay for analyzed movement (from Eq. 4.9 .5) converted, in hours per vehicle 
(h/veh) 

V volume ;)f the analyzed movement 

The HCM makes it clear that this analysis method is based on steady-state conditions; 
that is, demand and capacity remain constant throughout the period of analysis. Microsim­
ulation is recommended for the proper assessment of time-variant conditions. 

Steps 3 and 4 of the analysis procedure are quite complex. They involve the estima­
tion of several probabilities (e.g., probability of blockage by a dominant platoon, proba­
bility of blockage by a subordinate platoon, probability that a rank 2 movement will operate 
in a queue-free state, probability of impedance by pedestrians, etc.) and necessitate the use 
of II worksheets, which makes analysis with pencil and calculator time-consuming, 
tedious, error-prone, and largely unsuitable for alternative scenario analysis. The use of the 
HCS or similar software is all but essential. 
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. 4.9.3 .All-Way Stop-Controlled Intersections 

The capacity of all-way stop,controlled (AWSC) intersections is comparatively easy to 
assess. The analysis of AWSC intersections 'is easier because all users must stop. Thus the 
service process·beComes more mechanistic and less stochastic, which makes the derivation 
of representative models easier. Actually the critical entity in AWSC intersection capacity 
is the average intersection departure headwaY. Secondary parame~ers ·are the number of 
cross lanes, turning percentages, and the distribution of volume on each approach. 

Figure 4.9.3 presents the basics of the 1994 HCM methodology for calculating the 
capacity of each approach of an AWSC intersection. First, an approach is selected fo; 
analysis. This becomes the subject approach. The approach opposite to the subject approach 
is called opposing approach, and the approaches on the sides of the subject approach are 
called conflicting approaches. The superscripts s, o, and c utilized below stand for subject, 
opposing, and conflicting approach, respectively. 

The capacity is estimated as follows: 
-.! 

c = lOOOV;;, + 700 V~, + 200L' - 100L0 

- 300LT~ + 200RT~- 300LT:;, + 600RT:;, 

where 

c = capacity of the subject approach, in veh/h 

V% proportion of the intersection volume on the subject approach 

Opposing!. 
approach j 

l ![ 

s±\1 -----'=='-! 

I L Conflicting r·-- approach-

Conflicting _2_ I 
approach ~ 

1\~8 
1
1 1 

I: s b. 
11 u JeCt 

approach 

Figure 4.9.3 All-way stop-controlled intersection (AWSC) and-example assignment of 
approaches for.capacity and performance analysis. 

(4.9.7) 
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proportion of the intersecti-on ~o1ume on the opposing approach 

number of lanes on the, subject approach 

~ number of lanes on the opposing approach 

LT:; = proportion of volume on the opposing approach turning left 

RT~, proportion of volume on the opposing approach turning right 

L T;; proportion of volume on the conflicting approaches turning left 

RT~ proportion of volume on the conflicting approaches thming right 

213 

The application of this formula is straightforward, as illustrated in Example 4.8later in this 
section. The only required inputs are the number of lanes on each approach and accurate 
traffic volumes per movement for all approaches. Notably, the process is adaptable toT inter­
sections or intersections with one or two one-way streets (simply, certain factors ofEq. 4.7.3 
are not applicable). 

The average delay on the subject approach is derived as follows: 

D = e3.s(v!cJ 

where 

D = delay on subject approach, in s/veh 

v = volume on subject approach 

c = capacity of subject approach (estimated by Eq. 4.9.7) 

(4.9.8) 

After the first approach is done another approach is selected and the roles of subject, 
opposing, and conflicting approaches are reassigned. The calculations continue until all 
approaches are analyzed, 

This empirically derived methodology for analysis of AWSC intersections should be 
applied only within a specified range of valid input conditions [4.2]. 

Example4.8 

An all-way stop-controlled intersection has one lane on each of its four approaches, The fol­
lowing traffiC volumes were collected. 

Left turn Through 

Eastbound (EB) 75 300 
Westbound (WB) 75 200 
Northbound (NB) 50 250 
Southbound (SB) 50 200 

Estimate the capacity and delay of the NB approa~h. 

Right tum 

50 
50 
50 
50 

Total 

425 
325 
350 
300 
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Solution 

Capacity and Level of Service Analysis 

350 
425 + 325 + 350 +· 300 = 

0
"
25 

300 
V% ~4-:2-:5-~-. -:3""25="-"+"3:-:5-:0-+--:-300 = 0·214 e = 1 

0 50 
LT,. =; :Joo = 0.167 

0 50 
RT% =- = 0.167 

300 

L0 = 1 

L T' = 75 + 75 = 0.2 
% 425 + 325 

' 50 + 50 RT = ~~··--= 0.133 
• % 425 + 325 

Chap.4 

Substitution in the capacity equation (4.9.7) results inc= 463 veh/h. Then D = e3
·
8050146

3J 

= 17.7 s/veh (LOS C). 

HCM 2000 includes a modified version of the previous methodology, and it is applied 
in four increasingly complex sets of conditions: (1) two one-way street intersections, 
(2) two two-way street intersections, (3) a general model for intersections with single-lane 
approaches, and (4) a general model for intersections with 2+ lane approaches. Type 3, 
which readily applies to types 1 and 2 is described next. 

The basic premise of the analysis is the saturation headway or the time elapsed 
between two successive vehicle departures in the presence of continuous demand. However, 
as the following notional' formula demonstrates, there are a number of irlterdependencies: 

hd = f (lanes per approach, % HV, x0 , xcc. XcR• % RT, % LT) (4.9.9) 

where x0 , xcL• xcR are the degrees of utilization for the opposing, conflicting from the left, 
and conflicting from the right approaches. 

The coupling between the capacity of the subject approach and the capacity of the 
conflicting approaches (through their degree of saturation) is obvious. This neces?itates an 
iterative process based on a system of equations. Given any specific approach as the sub­
ject approach, there are five distinct cases of conflicts with the following probabilities of 
occurrence. 

P[Cd = (J - Xo) (! -Xed(! - XcR) 

P[ Czl = (xo) (! - XeL) (! - xCR) 

P[ C,] = (! - Xo) (xccl (1 - XeR) + (I - Xo) (I - Xccl (XeR) 

P[ C4] = (xo) (! - Xccl (xeRl + (xo) (xed(! - XeR) + (I - xo) (xed (xcR) 

(4.9.10) 

These conflicting cases simply represent the possibilities of vehicle presence on each of the 
four approaches, as follows: 
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Conflict Subject · OIJpOsing c0~1licting Conflicting 
case appro~ch approach from left from right 

·y N N 
2 y y N 
3a y N y N 
3b y N N y 

4a y y N y 

4b y y y N 
4c y N y y 

5 y yl y y 

The three probability arguments in P[C4] represent the three situations 4(a), 4(b), and 4(c). 
Then the expected value of the saturation headway distribution (hd) is estimated to be 

(4.9.11) 

HCM analysis for a AWSC intersection proceeds as follows: 

1. Summary of inputs 

2. Saturation headway adjustment 

3. Probability states . 
4. Iterative solution for headway so that the difference between successive iterations 

,; 0.01 

5. Final hd and degree of utilization x 
6. Capacity, delay, and LOS estimation 

The saturation headway is adjusted as follows: 

where 

hadj adjustment for initial headway 

hLT headway adjustment due to left turns 

PLT proportion of left tum traffic on subject approach 

hKr headway adjustment due to right turns 

PRT = proportion of right turn traffic on subject approach 

hnv = headway adjustment due to heavy vehicles 

Pnv = proportion of heavy vehicle traffic on subject approach 

(4.9.12) 

In the case of an AWSC intersection with all single lane approaches hLT• hRT• and hnv . 
are equal to 0.2, -0.6, and 1.7, respectively. This concludes step 2 of the methodology. In 
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. order to proceed to step 3, it is necessary to subl!;act the headway adjustJ:nent (h00;) from 3.2 s 
to generate tl1eheadway valueforthe.first iteration. 

Once the final hd is determined, th'e ·serVice time is estimated by subtracting the move­
up time (m) from the hd. In .the HCM 2000 examples s = hd - 2.0. Then the delay is esti­
mated by appiying. Eq. 4.9.13. 

d = s + 900T[(x- 1)+ F- 1) 2 + (4~~~)] + 5 (4.9.13) 

As mentioned earlier, the same delay thresholds for the determination of the LOS apply to 
both TWSC and AWSC intersections: LOS ranges are shown following Eq. 4.9.5. 

4.9.4 Roundabouts 

Roundabouts in the United States are relatively rare but they are increasing in number. A 
TRB report, which surveyed 26 municipalities in the United States and Canada, revealed 
that roundabouts are appealing because of their greater safety, shorter delays, lower costs, 
and aesthetic attributes. [4.30) A statistically significant before-after reduction of crashes 
.by 51% was observed at the eight small-to-moderate (outside diameter of up to 120ft) 
roundabouts analyzed in the report. 

Roundabouts vary from tiny circles placed in the middle of an intersection for the pur­
pose of traffic calming (e.g,, Seattle style traffic circle) to high-design modern roundabouts 
such as those in Vail, CO, having three-lane wide approaches [4.30]. Section 2.4.15 covers 
the basic characteristics of roundabouts. 

Because of the scant empirical data from U.S. applications, HCM 2000 suggests that 
the TWSC formula for the estimation of the potential capacity ( Cp) is used for assessing the 
capacity of a given approach of a roundabout (Eq. 4.9.3). The conflicting volume for each 
approach (Vel includes all the conflicting circulating traffic, and in most cases it excludes 
the right-turn movement from the first (counterclockwise) approach from the subject 
approach. In dealing with the uncertainty due to the Jack of rich field information, the HCM 
suggests the estimation of both an upper and a lower bound of capacity for each approach 

. based on appropriate values for tc and tr· Specifically for upper, t, = 4.1 s and fr = 2.6 s, 
and for lower, t0 = 4.6 and t1 = 3.1 s. 

If the traffic circle of the roundabout is imposed on a typical four-leg intersection, 
then the conflicting volumes can be estimated rapidly by following the addition rule shown 
below. This can be observed in Fig. 4.9.4; the volumes comprising the Vc for the northbound 
approach are underlined: 

Vc for LT TH LT 

NB SB + EB + EB 
SB NB + WB + WB 
EB WB + SB + SB 
WB EB + NB + NB 

Brilon andVandehay [4.31) present various entry approach capacity equations used 
in ~ermany for a variety of geometries, such as one or two lanes on the entry approach 'and 



Part 1 Design and Operation 

187+38 
266 

.· •. 

Figure 4.9.4 Simple roundabout for capacity analysis. 
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one, two, or three lanes around the circle. The formula for the simplest roundabout (one lane 
approach, one lane around the circle) follows: 

c = 1218 0.74 v, (4.9.14) 

HCM 2000 does not include a formula for the estimation of delay or a specific pro­
cedure for estimating LOS. The method proposed for HCM 2000 terminates in the estima­
tion of the V, ratio. It is likely, however, that the TWSC delay equation provides an 
upper-bound estimate of the delay since at roundabouts the typical control is yield instead 
of stop. 

Example4.9 

Given the volumes on the roundabout in· Fig. 4.9.4, estimate the upper and lower bounds of 
capacity per HCM 2000 as well as per Brilon and Vandehay [4.31]. Compare the two. 
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Solution 

Capacity 

HCM 2000 
Brilon 

Approach Movmt. Volume v, Upper Lower [4.311 

RT 22 
NB TH 208 185 1198 992 1081 

LT 164 

RT 187 
SB TH 266 640 834 667 744 

LT 38 

RT 40 
EB TH 134 348 1054 862 960 

LT 13 

RT 59 
WB TH 432 385 1023 834 933 

LT 44 

For this specific example the average of the upper and lower bounds of the HCM 2000 esti· 
mates differ only by -0.3 to 1.3% from the ·estimates of the formula reported by Brilon and 
Vandehay [4.31]. 

4.9.5 Signalization Warrants 

The type of intersection control is selected from the Manual on Uniform Traffic Control 
Devices (MUTCD) [4.11], which lists the criteria that need to be fulfilled before selecting 
a type of intersection control. MUTCD lists II alternative warrants for judging whether the 
signalization of an unsignalized intersection is appropriate. If one warrant is met, signal 
control should be considered. It is recommended that capacity analysis and safety investi­
gation be conducted before a decision to signalize is made: The capacity, performance, and 
safety under signal control· must be assessed and compared to existing conditions. 

The warrants for signalization are as follows: 

1. Vehicular volume .. A minimum total volume on the major street and a minimum 
vo]ume on one of the minor street approaches is required. 

2. Interruption of continuous traffic. Traffic on th~ major street is heavy and continuous, 
which does not allow safe service to the vehicles on the minor street. 

3. Pedestrian volume. Pedestrians crossing the major street exceed a stated minimum. 

4. School crossings. The available gaps in traffic are not sufficient in number and length 
for the safe crossing of schoolchildren. 

5. Progressive movement. Signalization should be considered if it will enhance the flow 
between neighboring signaliZed intersections interrupted by existing unsignalized 

intersection(s). 

6. Accident experience. Signalization should be considered if all other measures for 
accident reduction are not applicable or if they were not effective enough. 

7. Systems. Signalization may encourage concentration and organization of traffic flow 
along a signalized intersection network. 



Part 1 Design and Operation 219 

. 8. Combination of warrants. Signalization may be justified if 80% of the values stated 
in warrants 1 and 2 are satisfied. · 

9. Four-hour vol~ines. this is similar to warrant l but only for any 4 h on a typical day. 

· 10. Peak-hour delay. Signalization should be considered if undue delay is experienced 
along the minor street. 

11.· Peak-hour volume. This is similar to warrant 1 but only for the peak hour on a typ­
ical day. 

MUTCD furqishes values or ranges of values for each of the aforementioned warrants 
so that existing conditions can be compared with minimum requirements. Compatibility . 
should be established between the unsignalized intersection analysis of the HCM and the 
warrants of MUTCD. Presently the potential capacity, capacity, and delay estimated with 
the HCM procedure are not linked to MUTCD warrants. 

The MUTCD also specifies three reasons for implementing all-way stop control: 

1. A quickly implementable interim measure for an intersection at-which a signal is 
warranted 

2. An unacceptable accident experience despite the installation of TWSC and other 
measures 

3. The presence of unacceptable volume and speed levels 

4.10 SUMMARY 

This chapter presented capacity and performance ~nalysis for: 

• Pedestrian facilities 

• Bikeway facilities 

• Transit facilities and systems 

• Highways 

operating under both interrupted and uninterrupted flow conditions. 
Different measures of capacity and performance are used for each 'type of facility. 

Performance is defined b'y the level of service, which is determined by one or more sp\:cific 
measures of effectiveness. The capacity and the MOE used to define the LOS .for each 
facility are suiRmarized below. 

·Facility 

Pedestrian 
Bikeway 
Transit syst~m' 

Transit station 
Freew_ay 
Signalized intersection 
Unsignalized intersection 

Capacity Measure 

peds/hr 
bi.kes/hr 
vehicle way capacity 
in vehlhr or seats/hr 
vehlhr or pedslhr 
veh/hr 
veh/hr 
vehlhr 

Measure of Effectiveiless for LOS 1 . \ ~ ,·: 

ft2/person or delay (s/person) 

meeting and passing events,per bi~erp~r ~9ur 
re/passorpass/seat ·. ·' _.,· ''·.~· J 

ft2/person 
mean travel sp~d 
average control.del~y ,(s/veh) 
a~erage .~ontrol d.el_~y (s/veh~ 

-v ., 
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Several of the afOrementioned syst~ms are cOmplex- or entail complex mathematical 
fonnulations in their analysis. In addition, several of them are often analyzed in an inte­
grated fashion. such as a freeway corridor with HOVIanes on the freeway or a parallel arte­
riaf with bike lanes and light rail routeS· and several signalized. intersections. For these 
reasons, a ~~-number of sophisticated software programs are availabk for inclividu~l or 
integrated facility· analysis. Typical capacity analysis software include the Highway 
Capacity Software (HCS). SIDRA, HCM/Cinema, EZ-Signals, and others. Chapter 15 
presents several traffic software applications for capacity and simulation applications. 

EXERCISES 

1. A two-lane, two-way bike path merges with a two-lane, two-way pedestrian path for about 500ft. 
Estimate the LOS for the pedestrian and bikeways at both the merged section and at the adjacent 
separate sections given the following data; volumes are in units per hour: 

Direction 

EB 
WB 

Pedestrian volume 

102 
95 

Bicycle volume 

65 
88 

2. An airport corridor is 30 ft wide. Given a peak demand of 300 pedestrians per minute a1,1d an 
average walk speed of 3 ft/s, estimate the LOS at the corridor. 

3. A rapid-transit system employs vehicles that can be connected into transit units, To investigate 
the effect of vehicular articulation, calculate the. capacity (veh/h) and the speed at capacity (ft/s) 
by varying the number of vehicles per train fromlV = 1 toN= 5. Assume a perception·-reaction 
time of 1.5 s, a vehicular length of 40ft, a normal decelera~iort of 5 ftls 2

, a clearance length i 0 of 
4ft, and a safety regime a (Table 3.2.1). 

4. Repeat Exercise 3 for safety regime b, assu~ing an emergency deceleration of 15 ft/s2
, 

5. Computerize your solution procedure tO Exercises 3 and 4. 

6. For the system of Example 4.1, calculate the effect of a 5-min decrease in. the round-trip time on 
the fleet size .. Also, calculate the before and after headways between vehicles. 

7. For the system of ExerCise 6, cal~ulate the average headway that would result if the original34 ~chi­
cles were still used. 

8. Using the data of Example 4.2, calculate and·di'scuss the station capacity that would result from 
Varying the nuniber of Vehicles per train from N = 2 toN= 5. 

9. Computerize the solution prOcedure for Exercise 8. 

10. The peak-hour volumes at two locations were co~nted and found to be equal. HoWever, the PHFs 
were 0.85 at the first location and 0.60- at the se6ond. Describe the difference between the two 
locations if t = 5 min. 

11. The follo~ing 17 consecutive 5-min vehicle counts wefe taken on a hig~_way:, 

60 50 40 60 90 80 100 120 140 95 60 30 

(a) Plot the histograffi of these counts and the histogranl of the flow rates computed ori the basis 
of the preceding cOunts and 

(b) _calCulate the hourly volu·me and the P_HF. 
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12. Show that fort = 15 min the PHF can theoretically range from 0.25 to 1.00._ 

13. Derive Eq. 4.5.4. 

14. A-9-mi segment of i six-lane freeway (three lalles per direction). has a set of Characteristics, which 
are tabulated as follows. Estirpate t:he free-flow speed. 

Width Right. 

Direction Lanes (ft) shoulder %trucks %RVs On> ramps Off-ramps Terrain 

EB 3 12 6 6 6 8 Rolling. 
WB "3 12 6 8 6 5 Rolling 

15. A number of changes are proposed for the freeway of Exercise 14. Specifically one EB on-rarhp 
will be permanently closed. On both directions the 6~ft left shol}lder will be eliminated, the right 
shoulder will be decreased by 2ft and each lane wi-ll be narrowed by 1ft. In this way a·fourth 11-
ft lane will be provided in each direction. Assess th~ LOS of this plan. 

16. For the freeway of Exercises 14 and 15, find the maximum volume on each direction for which 
a LOS = Cis maintained given that PHF is 0.92 and 0.88 on the EB and WB directions, respec-": 
tively. Does capacity. increase when the freeway is fitted with four lanes? 

17. A study at an intersection approach found that the approach speed was 30 mi!h. Given that a 
short-loop detector was located 80ft upstream of the stop line, calculate (a) the apprOpriate uriit 
extension and (b) .the required minimum green interval. 

18. Vehicles are known to approach on a through lane of an intersection at 25 mi/h. For a passage 
time of 3 s, determine the proper placement of a short-loop detector and the required minimum 
green interval. 

19. Presence detection using a long loop is to be used at an exclusive lefHurn lane. :Por a desired gap 
Of 3 s, design the long loop assuming that its trailing edge will be (a) at the stop line and (b) io ft 
upstream of the stop line. Assume . .a speed of 1~ mi/h. 

20. Estimate the optimal cycle length and the green intervals for the intersection shown in Fig. E4.20. 
Assume that phase A serves the north-south traffic and phase B serves the east -west traffi<?- Lost 
time is equal to 3· s per phase andY+ AR is equal to 4 s. The width of each Jane is 10ft and the 
prevailing saturation flows are as follows: 

which reflects a permitted operation. 

s(TH + RT) = 1700 

s(LT) = 300 

21. Estimate the signal timings· f?r the int~:;rsection of Exercise 20 assuming a four;Phase operatiOn. 
Phase A serves nortll~south left turns only, phase B serves north-south ·t;raffic. (rio-left turns per­
mitted), Phase C serves east-west left turns on1:Y: and phaseD serves east-west traffiC (no left tiuns 
permitted). Assume 3 s lost per phase andY + AR is equal to 3 s. The saturation flow for pro­

. tected left turns is 1700. 

22. Evaluate two phasing schemes for the intersecti~n and traffic loads illustrated in Fig. E4.22: (a) a 
two-phase operation: north-south (phase A), an east-wesf(phase BY and (b) a three-phase opera­
tion north-south (phase A), east-west left turns (phase B), and east~west right turns and throUgh 

· (phase C). Take lost times equal to 3 s per phase andY + AR equal to 4 s. The following satura .. 
tion flows prevail: s(TH, RT, LT) = 1200, s(TH, RT) ~ 1700, s(TH, LT) ~ 500 (LTpennitted), 
and S(LT) = 1700 (LT protected). Select the best of these two phasing .schemes (must furnish 
quantitative proof other than cyde length, which is not a description of efficiency). 
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23 . Derive the prevailing saturatiOn flows for the three case studies tabulated here based on HCM 2000 
. or on the most current version of the HCM and compare with the saturation flow and the corre-
S.Ponding. parameters from the 19&5 and 1994 editions of the HCM shown in the table: 

HCM parameters HCM parameters HCM parameters 
Case I Case2 Case 3 
Data 1985 1994 2000 Data i985 1994 2000 Data 198§ 199~ aggg 

No. of lanes and movement(s) 2LT 2 2 2 3 TH+RT 3 3 l shared 
No. of lanes on subject approach 5 5 5 4 4 4 I I 
Lan~ width (ft) 1l 0.97 0.967 12 I I 14 1.07 1.067 
Heavy vehicles 8% 0.94 0;926 5% 0.975 0.952 20% 0.91 0.833 
Grade -3 1.015 1.015 3 0.985 0.985 -5% 1.025 1.025 
Parking (N,.,) 30 -. 1 20 0.93 0.933 "0 1 
Bus blockage (N8 ) 20 1 30 0.% 0.%0 15 0.94 0.940 
Area type CBD 0.90 0.90 CBD 0.90 0.90 other 
Right tum n.a. 16%' 0.957 0.957 23% 0.860 0.860 
Left tum protected 0.92 0.95 n.a. 12% 0.881 0.994 
Laiie utilization even n.a. n.a. even n.a. n.a. n.a. n.a. n.a. 
Pedestrians n.a. n.a. n.a. 250 n.a. n.a. "80 RT, 50 LT n.a. n.a. 
Base (ideal) saturation flow '" 1800 1900 '" 1800 1900 '" 1800 1900 
Prevailing saturation flow 2759 2952 3988 4126 ' 1280 1391 

Notes: n.a. =.not applicable; for case 3 ( 1) LT movement is not opposed, (2) turning vehicles tum onto two receiving lanes. 

24. The signals at the intersections along the two-way street have been pretimed as shown here {all 
timings in seconds (s) ]. Given that the speed is 30 mi/h, determine the width (if any) of the through 
bands in each of the two directions and show the through bands on a progression diagram. 

I L_ 
c D 

r--
440ft •I• ·------~ 

880ft 880ft 
I>( 

green 40 35 35 40 
Y+AR 5 5 5 5 

red 15 20 20 15 
offset 0 5 5 40 

25. The pretimed'signals at four intersections on a one-way street (from A to D) are tabulated next. 
Given a speed of 30 mi/h, 

(a) Is it possible to coordinate these signals? Why or why not? 
(b) SketCh the corresponding time-dis4tnce diagrain. 
(c) Determine the width of the resUlting through band (green plus yellow); if any. 
(d) Clearly show the trajectories of the first and last vehicles in the through barid.~c 
(e) Determine the ffiaximum through-band width that could result by modifying the offsets. 

Disi:ance Green· Y+AR Red Offset 
Intersection from A (ft) (s) (s) '(') (s) . 

A 0 25 5 30 15 
B 660 30 5 25 20 
c llOO 20 s 35 30 
D 1760 30 5 25 0 
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.26. The signals at- the intersections or' a one-:Way 'street-have beeD ·pretimed and coordinated as follows: 

Green Y+AR Red Offset Distance 
Inter:secti·on (s) (s) (s) (s) from A (ft) 

A 40 5 35 5 0 
B so 5 25 60 1800 
c 35 5 45 40 5200 

Given a design speed of 30 mi/h, determine the width of the resulting through band, if any. Show 
your calculations. 

27. At timet= 485 s after the reference time a traffic signal is 22 s into its cycle. Assuming that the 
cycle length is 90s, calculate the signal's offset. 

28. Show graphically that the answers to parts (a) and (b) of Example 4.6 are correct. 

29. For the system of intersections of Example 4. 7, calculate the width of the through band that would 
result-from changing the offsets at intersections A, B, and C to 10, 60, and 20 s, respectively. 

30. Assuming that the street of Exercise 29 is a two-way street, calculate the width of the through 
band in the other direction. 

31. Given a speed of 45 mi/h and the accompanying data, detennine whether a balanced signal coor-
dination exists. 

Green Y + AR Red offset Distance 
Intersection (s) (s) (s) (s) from A (ft) 

A 30 5 15 5 
B 25 5 20 0 660 
i:: unsignalized 1430 
D 20 5 25 25 1980 
E 30 5 15 5 3300 

32. Construct a computer program that calculates the through-band widths for a series of N intersec­
tions given (a) ~e signal cycles, (b) the signal offsets, (c) the distances between intersections, and 
(d) the design speed. 

33. Given tile intersection shown in Fig. E4.33 and the table of adjustment factors. calculate the pre­
vailing saturation flows for each lane. for two levels of ideal saturation floW: 1800 and 2000 vehi­
des per hour, green per lane (vphgpl). If the cycle length is 60s and the total lost time is· equal 
to 7 s, what is the effect of the saturation flow estimates on the overall level of intersection uti­
lization (Xc)? 

Approach A 
Approach B 

fw 

0.93 
!.00 

... : 

!.00 
0.93 

!, 

!.025 
!.00 

!, 

0.80 
0.70 

!.00 
0.96 

!.00 
. !.00 

34. Repeat.Exercise 33 using factors from HCM 2000. \Vha.t i~ the new Xc? 

f>rr 

!.00 
0.85 

0.85 
!.00 

35. Conduct capacity and pe1fonnance analysis for the intersection in Fig. E4.22. Which phasing 
scheme should be selected on the basis of delay? 
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36. Con~uct a capacity analysis for the intersection approach illustrated in Fig. E4.36. Make a table 
with the following columns: u, s, vis, g, C, g/C, ct u/c, d1, d2, PF, delay, LOS, whole approach 
delay, and whole approach· LOS. Use a spreadsheet for this analysis. 

37. For the intersection shown "in Fig. E4.37, conduct analysis for each approach and for the inter­
section as a whole (delay and LGS). Deliver a tabl~ similar to the one in Exercise 36. 

' 38. Derive better signal timings· for the intersection in Fig. E4.37. Does intersection performance 
improve? M'aintain the same phasing scheme and asSume the total losnime of 10 s. Use of 
spreadsheet software is strongly recommended. 

39. CoJ;lsider t11e: Jhree factors that play an important role 'in iaverage delay per vehicle: cycle length 
(C), green i'plit (g!c), and degree of saturation (X or u/c). Conduct an .analysis to identify which 
of these three factors has the inost critical effect on delay. Assumt; that the progression factor is 
1.0 and take c = 1000 fof the overflow delay only. Yo'U· need to conduct a sensiti-vity analysis. 
Select a range of values for each factor (e.g., 60 to 130 for C, 0.1 to 0.9 for g/c, and 0.2 to 1.2 for 
X). Hold two factors constant at the Jl"ildpoint of their range and vary the third factor. Then take 
the delay estimates and discuss the results. 

40. The following data were collected in the field for the two through lanes of an appfoach: The 
stopped vehicle counts were 

10, 12, 18, 24, 16, 7, 0, 0, 3, \1, 16, 8, 0, 5, 13, 18, 28, 15, 9, 0 

every 20 s. If the corresponding vehicle volume is 178, what is the average delay per vehicle? 
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·Saturation flow measureinents: A total of 15 measurements was obtained. They represent the 
elapsed time betWeen the fourtli !llld ·the Nth vehicle in queue. Estimate the mean saturation flow 

. ~d the range ofone st3?dMd. deviation around the mean. 

Time 
Nth 

2 3 4 5 6 7 8 

I2.3 1!.9 7.6 1!.4 1!.7 15.0 15.3 16.1 
10 10 8 10 10 12 12 I2 

9 10 II 12 13 14 15 

1!.7 12.6 12.0 7.8 18.9 1!.8 12.2 
10 10 10 8 14 10 10 

Given these saturation flow measurements, can the hypothesis of s = 1800 be statistically 
rejected at the 95% confidence level? (Hint: Conduct at test.) 

41. The city agency responsible for the intersection in case study 4.7.4.1 has decided to improve the 
operations of the intersection by instituting a no-parking policy, removing the bus stops from the 
intersection, and widening the lanes within the existing width. Assess the improvement in delay 
and LOS. 

42. Review case study 4.7.4.2. Reestimate the signal timings by using volumes that are adjusted with 
the peak-hour factOr. Conduct capacity and performance analyses. Which volumes (V or Va) yield 
a smaller overall delay? 

43. The field-measured average greens for phases A toE at the intersection of case study 4.7.4.2 are 
13, 4, 20, 27, and 25 s, respectively. Estimate the delays with this set of signal timings and state 
whether the field or the timings estimated in the in-text analysis of case study 4.7 .4.2) are better. 

44. An important assumption in the estimation of the cycle length with Webster's formula is that of 
lost time (L) per phase. Use the intersection of case study 4.7.4.2 and vary L from 2.5 to 5 sin 
steps of 0.5 s and for each L estimate the C00 Xc, and total delay. What do you observe? 

45. Assess the effect of an actuated controllers unit extension (UE) on the d2 component of delay. 
Use the intersection of case study 4. 7.4.2 and estimate d2 for all lane groups for the following UE 
and kmin data pairs: 

(UE, km;,) = (2.0, 0.04), (2.5, 0.08), (3.0, 0.11), (3.5, 0.13), (4.0, 0.15), (4.5, 0.19), (5.0, 0.23) 

46. IffPA = fPAG = f, show that equations 4.7.21 and 4.7.23 are identical. Show that the Cp Equa­
tions 4.9.2 and 4.9.3 are identical (ignore the difference in the definition of ts and lj). Are the 
delay equations 4.9.5 and 4.9.13 identical? 

47. Given the unsignalized T intersection illustrated in Fig. E4.47, calculate the potential capacity of 
each lane ort the minor street using the HCM 2000 formula. If the volumes on the minor street 
are 140 and 190 for the left and right turns, respectively, would the minor street be expected to 
operate adequately, or are long delays likely to occur? The critical gap sizes are as follows: LT = 

7.1 S, RT = 6.2 s, and It= 0.5 X 10 • 

48. Conduct potential capacity analysis for the intersection illustrated in Fig. E4.48 using the HCM 
fonnula and taking critical gaps equal to 6.0 s for turns, 5.0 s for through, and t_r = J).5 X t"'. If the 
volumes per movement are as follows: (1) ~ 200, (2) ~ 300, (3) = 250, what is the expected per­
formance of each movement? If there is a capacity problem, what can be done about it? 

49. Increase the volumes of Exaniple 4.9 by 25% on the NB and SB approaches and by 10% on the 
EB and WB approaches. Estimate the lower- and upper-bound capacities using both the HCM 
and Brilon's equation. How do the HCM and Brilon estimates compare? How does the degree of 
saturation change? Use Eq. 4.9.5 to estimate ?elay for each approach for a 1-h period. 

50. After several months the volumes in Example 4.9 stabilized as in Exercise 49. In addition, local 
motorists have discovered_that roundabouts make U-turns safe_ and legal. The following U-turn 



228 

.250-

Capacity and Level of Service Analysis 

STOP 

~ i t 
(2) 1 (3) 

I 
I 

.~400 

50 

~450 

-soo 

Figure E4.47 

Figure E4.48 

Chap. 4 



Part 1 Design and Operation 229 

volumes have heen recorded: NB ~ 31, SB = 23, EB = 38, and WB = 8 and should be added 
to the volumes of Exercise 49. Estimate the average capacity based on- the HCM method. How 

. ffiuch did these -lO(l addltiohall)~tums affect the degree of saturation? 
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5 
Transportation Modes 

5.1 INTRODUCTION 

The preceding chapters were based on the reader's engineering mechanics background and 
presented topics on the motion of single vehicles and its implications to the design of high­
ways, the flow of multiple vehicles on traffic facilities, and the principles governing the 
analysis of interrupted and uninterrupted flow. This chapter begins the transition from a 
vehicle and facility-specific perspective to a systems perspective. It introduces the coex­
isting, interacting, and competing modes of freight and intercity passenger transportation. 

Urban transportation systems including the pervasive problem of traffic congestion 
are covered in Chapter 6 along with advanced technologies, known as Intelligent Trans­
portation Systems (ITS), which are intended to reduce congestion, to aid the coordination 
of transportation modes (intermodalism), and to help improve the efficiency of the overall 
transportation system. After reading these two chapters the reader will be ready to tackle 
the major topics of planning and demand forecasting in the subsequent Chapters 7 and 8. 
These chapters also set the stage for the discussion and analysis of the impacts of trans­
portation, presented in Chapters 9, 10, and 1 L 

Chapters 5 and 6 offer a view of the complexity of transportation. Previous chapters 
presented the design of highways using standardized design vehicles and the assessment of 
the performance of transportation facilities based on average operator/pilot/driver ;nd 
vesseVaircraft/vehicle c~aracteristics. In reality, however, there is a large number of modes 
using each facility, serving a multitude of purposes, having a multitude of short- and lo,ng­
distance destinations, competing with each other for space and time (i.e., this defines car­
following and saturation rates in the traffic models) but also for customers (e.g., publicly 
funded bus versus private vanpool versus taxis, etc.) Each active transportation unit also.tries 
to optimize its travel based on its operator's empirical knoWledge, radio-disseminated, other 
exterior or in-unit guidance. Simultaneously each unit pollutes, makes noise, and risks get-

232 
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ting involved in a crash. TransportatiQn units routinely' become inactive for loading and 
unloading people and/or goods, or are stored when not needed. Space as small as a parking 
stall and as large a.s an ·internati<inhl airport is required for this. Except for walking, all modes 
of transportation are incapable of functioning in the absence of intermodalism. The simple 
mailing or' a package may involve Jive or more·_modes and several-stages of processing! 

. All units in this chapter. are in th~ metric system. All references to toils correspond to 
1,000 kg. 

5.2 MODES 

This chapter hegins with an overview of the basic characteristics of major transportation modes 
(Fig. 5.2.1). The presentation is focused on the transportation indusl!y in the United States. 
Motor carriers (trucking indusl!y), railroads, pipelines, domestic and international water car­
riers, air carriers, as well as mail/parcel fcirw~ders are presented. Basic service and cost char­
acteristics are discussed for each carrier or indusl!y, along with their respective advantages and 
disadvantages. The definitions of fixed and variable costs as well as economies of scale are pre­
sented subsequently to facilitate the comparison of major transportation modes. 

The tothl cost of owning and operating a company, including transportation compa­
nies, is usually broken into fixed and variable costs. Fixed costs do not depend on produc­
tion levels or the degree of equipment utilization. Aircraft, trucks, trains, computers, and 
offices cost a fixed amount of money (purchase or lease price) no matter how much they are 
used (i.e., the fixed cost remains the same irrespectively of whether the equipment is kept 
idle or is utilized around-the-clock). On the other hand, the more the equipment is utilized, 
the more labor is necessary to operate them, the more fuel is needed to produce propulsion, 
and the more maintenance is required due to the increased wear and tear. These Costs, which 
depend on the degree of utilization, are known as variable costs. All costs tend to become 
variable in the long term (5 years or more) as corporations expand or reduce their activities 
(increase or decrease the acquisition of fixed facilities, equipment, and operations). 

The absolute magnitude of the fixed cost as well as the magnitude of the variable cost 
relative to the fixed cost determine the existence of economies of scale. In .simple terms, 
when economies of scale are present, production increases lower the cost per unit produced 
and increase the profit per unit. Economies of schle exist first, when the fixed cost is high 
(thus the more the units over which it is spread, the lower will he the cost per unit) and 
second, when the variable cost is small compared to the fixed cost. The existence of 
economies of schle (EOS) is depicted in Fig. 5.2.2. 

When EOS are not present, the cost per unit does not change appreciably as the 
numher of units produced (or transported) increases. The opposite also is true. Figure 5.2.2 
shows that in the absence of EOS, when production (or the number of units cru;ried) dou­
bles, the cost per unit drops from $0.10 to $0.09, a 10% reduction. By contrast, if EOS are 
prevailing, then the cost per unit drops from $0.20 to $0.11, a 45% reduction. 

Transportation carriers can be private or for-hire. Private carriers are usually the trans­
portation subsidiary of a large parent company (e.g., a manufacturer, a petroleum company, 
etc,) and carry the cargo of the specific company. For-hire carriers are further categorized 
in common and contract. Common carriers serve the general public, often on a first-come, 
first-served basis. Contract carriers provide services to the public on a contract basis only. 
For-hire carriers can he either regulated or exempt from economic regulation, depending on 
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Figure 5.2.1 Milj~f. transportatiOn nlodes . .. 
(From Trnru;portation Research Board, TR News. issues 182, !966; 200, 1999; 169, 1993: and !58, 1992.) 
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the types of products they carry. The Interstate Commerce Commission (ICC) supervised 
and regulated the trade among states until the passage of the ICC Elimination Act of 1995. 
Some regulatory power has heen transferred to the federal and state DOTs. 

5.2.1 Motor Carriers 

Motor carriers (trucking industry) constitute the most ubiquitous mode of freight trans­
portation. The extensive roadway network is the major cause of the popularity and effi­
ciency of this mode (Fig, 5.2.3). Motor carriers have .. the major advantage of being able to 
provide door-to-door service to both the shipper and the consignee. The truck is the most 
common local delivery mode. 

The structure of this industry is complex. There are for-hire and private carriers. For­
hire· carriers may be licensed 'to operate intrastate or interstate. each ofwhich can be exempt 
or regulated. Interstate-regulated caiTiers can be common or contract carriers. The common 
c~ers may-serve regular or irregular routes and transport general or special ~.9mmodities 
depending on the type of operating certificate they possess (e.g., the State oflndiana issues 
a special certificate for the intrastate transportation of fertilizers and other agricultural 
chemicals.) Examples of interstate motor carriers are Yellow Freight, Consolidated Freight­
ways, North American Van Lines, and Roadway. 

These regulations and classifications are likelyto change dranaatically due to the ICC 
· Elimination Act and the Federal Aviation Administration Act of 1994; which preempts 

States frOm regulating iD:ihistate transportation with~-regatd to price, route, or service. A new 
structure is not likely to form soon because both laws were on appeal in 1998. In addition 



436 Transportation Modes Chap.5 

Figure 5.2.3 Trucks. are a small 
volume, low weight, fast and 

flexible mode of transportation. 
(From Transportation Research 
Board, TR News, 154, !991.) 

to economic regulation, there are elements of operational regulation (e.g., affecting the 
hours of driving, passive or active collision avoidance devices, etc.) 

Motor carriers transport a variety of goods, such as agricultural commodities, building 
materials, forest products, hazardous materials, heavy machinery, household goods, petro­
leum products, refrigerated goods, retail store items, and vehicles. They also provide other 
services, such as armored truck service, dump trucking, moving services, and rental services. 
In the mid-1990s the industry accounted for 25% of the total intercity freight tonnage, but 
more than 72% of the respective revenues. The average haul is approximately 220 km. 

The major advantages of this mode of transportation are high speed and high accessi­
bility. Limitations in volume and weight are the principal disadvantages, and the rates charged 
are higher compared with the railroads, particularly for heavy hauls over 1500 km. Truck trans­
portation is certainly faster thim railroad transportation, and in many cases it is faster than air 
transportation for hauls up to 1500 km due to the limited flight schedule and the pickup and 
delivery times incurred by air cargo carriers. Additional advantages are .the relatively smooth 
ride and timely delivery, which makes this type of transportation appropriate for delicate or 
high value products (i.e., produce, electronic equipment). The high level of integration of motor 
carriers with all other modes of transportation is another advantage of this industry. Motor car­
riers link transportation terminals (i.e., ports and docks, airports, railroad yards) with shippers 
or receivers, and thus provide an essential link for intermodal transportation. 

Tiris industry is characterized by low fixed (managemen~overhead, vehicle fleet) and 
high variable costs (<!rivers, fuel, maintenance, insurance, tires, licenses, fleet depreciation). 

_ There are no economies of scale in this industry as there_are for railroads and pipelines. 
There are, however~ ec_onomi~s of utilization (i.e., large companies tend to utilize terminals 
and management specialists a,t a-higher rate), as well as economies of equipment acqu1si~ 
tion (i.e., volume discounts for the p~rchase qf vehicles,_ parts, tires, and insurance). 

Competition in this ind~stry is strong, as evidenced by the large number of compa­
nies in existence (569,000 in 1983 [5.1]). This is largely due to the fact that thecost of 
entering the industryislow; financed purchase of a truck is sufficient, and the right-of-way, 
roads and highway iqfrastructure,.is provided by the public sector. Motor carriers are sub­
ject to fuel taxes and _Pthe~ ':lser_ fees. Many argue that motor carriers do not pay their fair 
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share of the bill for the in~intenanctt and repairs of roadway facilities that is commensurate 
with the damage caused to pavement and b1idges. A TRB (Transportation Research Board) 
report concludes that"reduc1ng the load on an axle by half, for example, 13 tons to 6.5 tons, 
would reduce the wear it causes. by roughly a factor of 16" [5.2]. The same report specifies 
that in -1978, 89.2% .of pav'ement wear on rural interstates was due to.combination trucks 
with five or more axles; 10 years later this statistic had grown to 92.7%. 

· Certain characteristics of motor carrier operations, specifically tmck loadings, termi-
nals, and types of equipment, are ,noteworthy. Two common truck~1oading schemes are 
truckload (TL) and less-than-truckload (LTL). In TL one shipment or part o[one shipment 
occupies all cargo capacity, whereas in LTL either smaller shipments are consolidated .to 
the truck's capacity at a terminal or small shipments are picked up on the way, until the 
truck's capacity is reached. Often shipments do not reach capacity. Also, empty backhauls 
are not uncommon. Dispatch managers and logistics ·specialists strive to minimize both of 
these inefficient states of operation. 

Three main types of terminals facilitate the movement of freight by trucks: (1) con­
solidation terminals, where shipments are sorted and consolidated to form truckloads to 
specific destinations; (2) break-bulk, where large shipments are partitioned for distribution; 
and (3) relay terminals, where drivers are relieved by other drivers, given the following fed­
eral regulations [60 FR 38748, July 28, 1995], which requires that drivers do not drive for: 

l.a). more than lO hours following 8 consecutive hours off duty; or 
l.b ). any period after having been on duty 15 hours following 8 consecutive hours off duty; 

or, 

. 2.a). any period after having been on duty 60 hours in any 7 consecutive days if the 
employing motor carrier does not operate commercial motor vehlcles every day of 
the wee~ or 

2.b ). any period after having been on duty 70 hours in any period of 8 consecutive days 
if the employing motor carrier operates commercial motor vehicles everY day of 
the week. 

Various cargo space and vehicle configurations are available. The cargo space can be 
configured as dry van (all sides enclosed), open top, flatbed, tank, refrigerated container, or 
other cargo-tailored configurations. The general vehicle form varies from a regular two­
axle truck (10 ·to 15m long), to twin trailers (20 to 33m long). A handful of states permit 
the operation of triples comprised of a traCtor and three-trailer combination. Economies of 
scale have caused a noticeable switch to larger rigs. Specifically trucks in the largest class 
(those exceeding 36 tons) reached 50,000 in 1992, a 180% increase from their 1982 level. 

5,2,2 Railroads 

In the United States railroads (railroad corporations) are mostly common carriers. There are 
a handful of private railroads and only one intercity passenger railroad, Amtrak, the opera­
tion of which is subsidized by the federal government. Amtrak was formed in 1971 with the 
purchase· Of failing passenger services of railroad companies. This section presents freight 
railroads; Amtrak as well as commuter railn;ads, and rail rapid tranSit serving urban areas 
are presented in Section 5.3. 
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Figure 5.2.4 Railroads are a large volume 
and high weight mode of 
transportation. 
(From Transportation Board, 
TR News, 180, 1995.) 

Until 1830 settlements and developments in the United States occurred mostly along 
coastal and waterway regions. (A comprehensive historical background of railroads is pre­
sented ·in Section 7.2.3.) Railroads are responsible for opening the horizon to western 
United States. Railroads reached their golden era between 1850 and 1880. Since then they 
have experienced continuous decline. There were 186 major (class I) railroads in 1920, 31 
in 1984, and only 11 in 1995 (Fig. 5.2.4). A similar trend was observed for the total length 
ofline in use, which declined from378,000 km in 1939 to 266,000 km in 1982 and further 
down to 200,000 km in 1995. The railroad industry, however, still plays a vital role in the 
nation's transportation supply. In 1995 it accounted for 26% of the total intercity freight 
traffic and about 5% of the respective revenues. Based on 1982 annual revenues, the five 
largest railroads in the United States were Norfolk Southem/Santa Fe, CSX, Burlington 
Northern, Union Pacific, and Contrail [5.1]. 

The railroad industry serves all the contiguous states of the United States but Indi­
vidual railroad companies serve specifi'c regions. Inter-regional shipments are switched 
among railroads at interchange points. This service characteristic tends to create rate dis­
continuities as well as delays in delivery. In 1997 Union Pacific and Santa Fe merged to 
form a coast-to..:coast rai1ro3.d .. 

The large geographic coverage and canying capacity of railroads and the low rates 
charged are the major advantages of railroads. Another advantage is that railroads are more 
energy efficient and· friendlier to the environment in terms of energy used and pollution 
emitted per ton-km carried, compared. with motor !carriers. Railroads are mo·re suited to 
transport large volume or weight and low value commodities, such as coal, grain. oil and 
chemical products, pulp and paper products, forest products, and manufactured products, 
such as vehicles, machinery, parts, and equipment. The average haul in !995 was 983 krii. 

Types of railcars include boxcars for general commodities, tankers for liquids and 
gases, hoppers for bulk materiais, and flatcars. Flatcars are used for the transportation of 
containers (COFC: container on flatcar) and trailers (TOFC: trailer on flatcar). COFCs. as 
in Fig. 5.2.5, and TOFCs have increased the integration between railroads and motor car­
riers to provide interrnodal transportation. Railroads. tr~nsport over the long haul; trucks 
provide pickup and delivery service between the clients and the railroad tenninais. The rail­
roads' ownership of a fixed right-of-way (ROW) poses a service constcaint that makes door-



Part 2 Transportation Systems 239 

Figure 5.2.5 Containers on flat rail car 
(COFC). 
(From Transportation 
Research Board, TR News, 
182, 1996.) 

to-door service infeasible liDless both the shipper and the receiver have side rail lines or rail 
yards along the railroad mainline. 

Railroads are characterized by high fixed costs because they own and maintain their ROW, 
traCkage, bridges, tunnels, switches, tenninals (e.g., switching yards, interchanges, maintenance 
and storage facilities), and rolling stock (e.g., locomotives, cars, repair machinery). Variable 
costs include labor, fuel, electricity, insurance, taxes, depreciatidn, and equipment maintenance 
and upgrading; they are relatively low. Consequently substantial EOS are present. 

Worsening fin{.ncial status and benefits from EOS fueled the tendency for consolida­
tions and mergers (i.e., the 31 class I railroads of 1984 were reduced to I 0 by 1998). Also, 
automation and computerization has helped railroads to overcome major problems of car 
availability and distribution (i.e., having the right number and type of cars wherever 
needed), as well as empty backhaul (i.e., cars become available after being transported 
empty from somewhere else, which is an inefficient operation) [5.3]. 

5.2.3 Pipelines 

Pipelines are mainly an underground form of transportation. They are often referred to as 
. the hidden giants of the freight transportation industry (Fig. 5.2.6). This rs because 
pipelines are both largely unknown to the general public and transport a large share of the 
intercity freight traffic (i.e., 16.3% of the total ton-km in 1995, but only 3% of the respec­
tive revenues). 

Pipelines have certain unique characteristics: They transport a very limited variety of · 
commodities that must be in liquid form, have a limited geographic coverage, and provide 
one-way trans:{:>Ortation- only. Pipeline corporations are mostly for-hire common carriers, 
although there are a few private carriers. They operate through a network of trunk (large 



240 Transportation Modes Chap. 5 

Figure 5.2.6 Above~ground pipelines can 
usually be seen in industrial 
complexes. 
(Photograph by 
P. D. Prevedouros.) 

diameter, long haul) and gathering (smaller diameter, distribution) lines. Trunk lines are laid 
underground; gathering lines are often laid on the surface. 

Typical products carried by pipelines are natural gas, crude oil, petroleum products, 
liquid chemical products, and coal slurry (crushed coal mixed with water). The average haul 
is approximately 711 km. Usually a minimum of 500 barrels (I barrel equals 160 liters) is 
required for shipment, and rates are on a per barrel basis. Pipeline rates are extremely low; for 
example, in 1983 one barrel of crude oil could be sent from Texas to New York for $8 or less 
than 0.5¢ per liter [5.4]. Only ocean supertankers can match the rates charged by pipelines. 

The number of pipeline companies is limited largely because of the high capital costs 
required for establishing a pipeline. These costs include the purchase or lease of land, con­
struction of the pipeline(s) and pumping stations, and control infrastructure and terminal 
facilities. On the other hand, variable costs which include mostly labor, administration, and 
insurance are relatiVely low. For example, the Transalaskan Pipeline, which is among the 
few federally owned and operated pipelines, was built between 1974 and 1977 at a cost 
exceeding $9 billion, yet a labor force of 450 is sufficient to operate it [5.5]. 

The high fixed and low variable costs result in strong EOS. Parties interested in 
pipelines tend to consolidate and start with a large initial investment that tends to yield 
higher payoffs, partly because of EOS and partly because of inherent pelformance charac­
teristics (i.e., a 30-cm pipe operating at capacity transport~ three times the liquid transported 
by a 20-cm pipe [5.1]). A typical trunk-line diameter is 75 em (30 in.) 

Sophisticated monitoring of facilities with computers as well as significant protection 
from the elements result in minimal loss and damage (e.g., quick detection of leaks) and in 
highly reliable delivery schedules. A negative characteristic is the slow service. However, 
the high accuracy and reliability of forecasted delivery times diminish the need for safety 
stock at the receiving end; whereas in essence pipelines offer free storage for as long aS the 
order is on the way to delivery. 

5.2.4 Water Transportation 

Water transportation is the oldest form of mass freight transportation over seas or long dis­
tances (Fig. 52. 7). Traditionally vibrant economic and industrial centers as well as popu­
lation settlements were developed around sea ports and harbors (e.g., Alexandria in Egypt, 
Los Angeles, Mumbai, New York City, Singapore, Yokohama) and lakes and navigable 
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Figure 5.2.7 
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Wate'r transportation is a very 
large volume and tonnage 
mode of transportation. 
(Photograph by 
P. D. Prevedouros.) 

rivers (e.g., Chicago, Detroit, London, Paris, Moscow.) At present water transportation is 
an importal)t mode for shipping raw materials, crude oil, and manufactured products among 
dom~stic and international points of trade. 

Water transportation accounted for 24.4% of the total intercity ton-km of freight in 
1995, and 4.1% of the revenues. Barges are the primary vessels of inland water transporta­
tion. Deep-sea water transportation includes shipments across the seas Und between coastal 
areas. Common vessels used are liners (containers and break-bulk shipments), nonliners 
(bulk bottom) and tankers. Liners follow fixed routes and schedules and charge according 
to published tariffs. A special type of liner is the RORO ship (roll on; roll off), which car­
ries vehicles and rolling equipment (i.e., construction equipment) mUch like a ferry boat. 
Tramp ships are those that can be hired, rented, or leased on a short-term basis, much like 
a taxi or a rental car. 

The structure of the domestic water canier industry is similar to that of the motor car­
rier industry. Domestic water carriers are either for-hire or private. The former' can be either 
regUlated or exempt, cafrying bulk commodities. For-hire, regulated water carriers are-either 
common or cont~act. Domestic water carriers operate in three distinct areas: (l) inland nav­
igable waterways mostly rivers and canals, (2) the Great Lakes, and (3) coastal ports. 
Waterway an~ lake service is occasionallY affected by ice formation and drought. 

In general, wate;r transportation offers low cost but slow service. Domestically oper­
ating carriers transport at a speed of approximately 8 km/h upstream and 16 km/h down­
stream along the Mississippi River and-its tributaries, Both the shipper and the receiver need 
to have access to the waterway or port, -otherwise connections with railroads or motor Car­
riers are necessary. Since the capacity of vessels far exceeds the capacity of railcars and 
trucks, warehousing is needed for storage. Specifically the capacity of one 1350-ton barge 
is equivalent to 15 jumbo hopper railcars or 60 semitrailer trucks; the equjvalent of the 
capacity of a 20,000-ton liner is 225 railcars or 900 semitrailer trucks[5.6]. 

Large harbors are _primary intermodal facilities that in additiOn to warehousing pro­
vide the physical infrastructure necessary for freight transfer from sea vessels to railroads 
and trucks, and vice versa (Fig. 5.2.8.) Ports and docks are usually owned and operated by 
port authorities, the largest of wbich is PANYNJ (Port Authority of New York and New 

· iersey). These authorities provide comprehensive planning and development through their 
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Figut:e 5.2.8 

Transportation Modes 

IntertiJ.o4;ll operations among sea vessels, railroads, and motor carriers in 
y~couv.er, B.C. harbor. 
(Photo by P. D. P:revedouros.) 

Chap. 5 

ability for substantial investments as well as promotion of trade and integration of indus­
trial and shipping activities. 

Typical products carried by domestic water carriers are coal, coket iron, steel, grains, 
lumber, sand, gravel, stone, chemicals, petroleum products, papery _-:wast¢; ~_nd scrap mate~ 
rial. Ocean vessels transport.sugar, coffee, grains md foods, oil, petroleum products and 
chemicals, machinery, automobiles, and consumer products. Usually freight is subjected to 
multiple handlings and to rough waters; therefore expensive protective packaging is neces­
sary for certain types of shipments. 

Water transportation is the second least labor-intensive compared with other modes. 
The 1989 million ton-km per employee were 0.7 for motor carriers, 5.1 for railroads, 7.8 for 
water carriers, and 24.8 for pipelines [5.7]. The domestic waterway transportation industry is 
characterized by low fixed and high variable costs. Casualty and insurance make up a sub­
stantial part of the variable costs; they are necessary to cover loss and damage from the ele­
ments of nature. Part of the reason for the low fixed cost is that water carriers operate in free 
(deep-sea operations) or publiply financed {waterways, ports) media. Often private firms han­
dling large amounts of c:ornffiodities or special shipments invest in dock and terminal con­
struction. By co11\fasl, the fixed costs of deep-sea operations are substantially higher 
compared \\'ith inland water operations, and strong economies of ship utilization are possible . 

. Domestic water carriers compete with-railroads for the shipment of dry, bulk com­
modities and with pipelines for the shipment of liquid commodities. The rates of interna­
tional water calTie,rs, primarily ocean liners, are set by cartel-like bodies called steamship 
conferences. ThisalTangement hinders competition but offers stability with respect to flue-
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tuating currencies, fuel, and labor rates. Tariffs (rates) are usually made on a weight or 
measure \W !M) basis; that is, the shipment cost is based on the largest between weight ton 
(1000 kg) and cubic ton (12 ir\3, ~r40 ft'.) 

·. Du~ tO. benefitS in h~.xes, labor, and safety requirements,·ships are registered in coun­
. tries that ·provide such shelters aild economic benefits to ship owners. Cyprus, Liberia, and 
Panama are examples.of countries that provide.the.so-calledflags of convenience. 

Given that a ship generates revenue only when it travels with load, empty backhauls and 
long docking times become costly. Containerization and mechanization of port operations 
red,uced dock times for loading and unloading a ship's cargo from five· days to less than a day. 

5.2;5 Air Carriers 

Historic;llly, air travel is the newest mode of transportation (Fig. 5.2.9) and has been 
growing steadily since the first commercial flight. The previous edition of this book men­
tioned that "The worldwide expected growth in air travel from 1989 to I998 will be as high 
as 5.6% per annum" [5.8]. This estimate was conservative; the actuall996 and 1997 growth 
rates were 6.6 and 6.7%, respectively. For the first decade in the twenty-first century the 
Federal Aviation Administration (FAA) predicts an annual growth of about 4.2% [5.9], 
whereas airframe manufacturers Airbus Industrie and Boeing Commercial Aircraft predict 
annual growth of no less than 5.5%. The major explanation for this growth is the speed and 
convenience provided by air travel and the expansion of global business and tourism. The 
FAA estimates that in the mid-1990s about 60% of the population in the United States 
resided within 50 km of one of the 28 major hub" airports. 

The structure of this industry is simple. Air carriers are either private or for-hire. The 
commercial U.S. fleet approached 6000 aircraft by the turn of the century and the general 
aviation fleet exceeded 171000 aircraft. For-hire carriers are classified according to both 
their size or the type of service they provide. Size is determined by the annual revenues; 
three types are recognized: majors, nationals, and regionals. The 1997 majors were (listed 
alphabetically) Alaska, America West, American, Continental, Delta, Northwest, South­
west, TWA, United, U.S. Airways, FedEx, and UPS, the latter two being all-cargo carriers. 
Types of service iilclude cargo only; air taxi, which offers passenger service on demand; 
con:lfuuter, which offers passenger sel\lice based on pUblished timetables; charter for which 
the route and sche~ule are negotiated in a contract; and international. The establishment of 

Figure 5.2.9 Air transportation provides 
the fastest mode of transport 
for people and high-value 
goods. 
(From Transportatiori 
Research BOard, TR News, 
182, 1996.) 
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international routeS requires treaties ainong countries and involves difficult negotiations 
. involving both governments and airlines. 
. The advantages of this mode. ar!' fast terminal-to-terminal transportation, reliable 
service (except under·extremeiy poor. weather conditions), and attention to the customer (in­
flight services· and entertainment). Limited frequency of flights, capacity restrictions, and 
poor service to small cities are disadvantages. Long travel times to and from the airports, 
which are traditionally located at the outskirts of urban areas, as well as often long wait times 
(e.g., check-in, boarding, taxiing, baggage claim) increase the overall travel time. 

Air cargo is growing fast worldwide, that is, 610 million ton-km in 1970 and 1520 
million in 1988 [5.8]. In 1995 air cargo in the United States accounted for only 0,1% of the 
total domestic ton-km offreight, but for 2.3% of the respective revenues. The ave;age cargo 
haul was approximately 2000 km. In 1996 the top five cargo catriers (listed by freight ton­
kilometers, FTK), FedEx, Lufthansa, UPS, Air France, and Korean Air catried 25% of the 
worldwide FTK. 

Advantages of air cargo include the smooth ride along with the automated and effi­
cient handling facilities, whereas the high cost and the limited capacity are disadvantages. 
In general, high-value, emergency, and low weight items are shipped via air catriers. Such 
items include mail and documents, photographic equipment, parts and electric components 
or devices, perishables such as flowers and newspapers, medical components, and human 
organs. Airlines contract motor carriers to provide door-to-door service. 

The airline industry is characterized by low fixed and high variable costs. Fixed costs 
include the aircraft fleet and maintenanye facilities, computer reservation systems (CRS), 
management, logistics, airport counters, gates and baggage handling facilities, as well as 
offices in cities. Several of these, including aircraft, may be leased for short periods, and 
this makes them semi variable in nature. Variable costs include landing fees, which cover the 
use of local, state, or federal facilities (e.g., airport facilities, ro:ldway access networks, air­
craft traffic controls), labor and fuel (which combined account for 65% of the total variable 
costs [5.10]), maintenance, and commissions to travel agents. 

There are EOS in the form of aircraft size utilization; this is usually evaluated on the 
basis of cost per seat-km, also known as ASK or available seat kilometer. Typically the use 
oflarger aircraft, which have a lower cost per ASK, results in higher profit margins, provided 
that there is enough demand to fill the seats. Table 5.2.1 presents selected characteristics for 
four widely used commercial jet aircraft as of 1998. Aircraft seating configurations (the 
number of total seats as well as the number of seats per class) vary widely and airlines select 
different payload/range configurations (e.g., larger tanks provide longer range but reduce the 

TABLE 5.2.1 Selected Characteristics of Commercial Aircraft 

MTOW Payload Range 
Aircraft Seats (kg) (kg) (km) '!Ype 

Boeing 747-400 416 397000 60000 13200 4 engine/2 aisle/wide body 
Airbus A340-300 295 257000 51000 !0800 4 engine/2 aisle/wide body 
Boeing 757-200 235 116000 26000 7000 2 engine/1 aisle/narrow body 
Airbus A3l9-100 t45 75000 t8000 4500 2 engine/1 aisle/narrow body 

Source: Boeing Commercial Aircraft and Airbus lndustrie Internet sites. 
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payloac;l.) Thus the values are shown fori~lluStration purposes. MTOW is the maximum take-
off weight. · 

Large aircraft contribute to the solution of the increasingly pressing problem of air­
port congestion. Airport congestion is observed when the number of atriving and departing 
aircraft reaches or exceeds the capacity of a field. The capacity of an airfield is defined by 
a maximum riumber of landing and take-off slots in a given time period. At congested air­
ports atriving aircraft are placed on a holding pattern (usually spirals in the airspace near 
the airport) and departing aircraft are queued on taxiways. Larger aircraft require longer but 
fewer landing and take-off slots for serving a fixed number of passengers. For example, 400 
passengers served by one B747, which requires one landing slot and one gate, can be served 
by three A319 flights with respective requirements for landing slots and gates. Therefore 
consolidation of flights and use of larger aircraft less frequently may offer some relief to 
congested airports by decreasing the required number of operations per passenger served. 

The flipside of this is that frequency of departures (which, along with on-time per­
fonnance,_ constitute the two most important attributes of air travel for business travelers) is 
redUced. Given the conflict between airport congestion and departure frequency, airports 
(which have no power over the type of aircraft airlines choose to operate) institute conges­
tion pricing (i.e., inflated landing fees) during peak hours in an attempt to shift demand to 
less congested hours. A good portion of these fees are usually passed through to the trav­
elers in the form of increased fares. 

There is strong competition among airlines for the acquisition of rights over high 
volume routes (airport and trade constraints determine the maximum number of flights 
allowed), as well as for passengers, through pricing. A consequence of the former is that 

· low-density routes tend to be abandoned\ therefore the service offered to small cities dete­
riorates. This is one of a few major drawbacks caused by the Airline Deregulation Act of 
1978 [5.11]. On the other hand, the General Accounting Office (GAO, which is the inves­
tigative branch of the U.S. Congress) estimated that in 1994 inflation-adjusted air fares 
compared with 197 4 air fares were 8 to ll% lower. 

The SuperS aver fare system was first implemented by American Airlines in 1977 as 
a part of its yield management system (e.g., maximization of the yield per seat by using a 
time-variant pricing for reserving the seats of aircraft; as the day of departure nears, more 
discounted and complementary frequent flier seats are made available). These fares are 
accompanied by several restrictions which tend to make them unattractive to customers 
who can afford to ·pay the full fare price; primarily business travelers. In addition, frequent 
flier programs offering free trips or upgrades to a higher class of service have been devel­
oped to stimulate CUstomer loyalty to a particular airline. Travelers have the freedom to 
select the lowest fare airline that is serving their travel plan, but by doing so they forego the 
opportunity of being awarded free trips after a sufficient number of points has been accu­
mulated in their account. 

Deregulation also fostered the development of hub and spoke networks (Fig. 5.2.10), 
where in essence travelers are consolidated at hub airports such as Atlanta, Chicago, and Denver 
and then flown to their destinations. This is a significant departure of the traditional linear net­
work. The system was pioneered by Delta Airlines and refined by American Airlines [5.12]. 

The analysis of airline operations is complex. First, flights, departure times, and con­
nections are developed. Then aircraft and crews need to be assigned to each flight. The 
problem becomes complex because the deinand for each origin and destination pair needs 
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Figure 5.~.10 1988 routes of a regional U.S. commercialll.ir tarrier; the hub and spoke structure is clear. 
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to be satisfied, subjectto constraints of variable aircraft sizes and capabilities, crews. ~:rral­
ifications to fly only specific types of' aircraft, and the preferences and seniority or crews.* 
For example, in 1997 United Airlines had 2200: daily fl~ghls. spanning the entire globe con­
ducted with 565aircraft of !5 different types operated by 27800 flight crew (cockpit crew 

·and flight attendants) and maintained by 24000 engineering staff: Scheduled aircraft main­
tenance and maximum crew homs of service- are· a'ddllf!i:onal constraints. 

A 1990s trend has been the f<>tmation of global ailiance.s among airlines permitting 
code-sharing, gate-sharing, and coordinated scheduling. In 1998 The Economist reports 
that the world's 221 internalional air carriers wereformingmajoral~iances. The largest such 
alliance, the Star Alliance consisting of United-Lufthansa-Thai-SAS-Air Canada,Varig­
SAA airlines flew 35.2% of the total revenue passenger kilometers (RPK) carried by 
alliances in 1996 [5.13]. This trend procluced some .economies and added. flexibility in 
equipment use for the airlines and some added convenien~e for the .. traveler. CritiCs cau­
tioned that alliances may stifle competition in specific areas .. For example; in 1998 the 
American-British-Canadian-JAL-US Airways-Qantas airline alliance control1ed 64% of 
the seats available betw'een London and the entire American continent. 

Through the FAA the federal government provides control of runway, taxiway, and 
flight operations with a dense network of air traffic control (ATC) facilities. It is important 
to realize that all twentieth-century commercial aircraft are not equipped so that the control 
crew knows about the traffic in the area where they fly. Visual identification of'neighboring 
aircraft is hardly feasible given the speeds realized. Only ATC operators have the ability to 
channel· and separate air traffic, both vertically and horizontally, so that operations com­
mence safely. Given the 'large volumes of passengers carried daily and. the disastrous out­
comes of an accident, the role of the ATC System is of the utmost importance t0. air traffic 
operations. An alternative to traditional ATC control is the GPS-based Free Flight concept, 
which is discussed in Section 5.3. 

As large harbors are typical intermodal facilities for freight, large airports are inter­
modal facilities for passengers. They provide connections between air and lamr: modes. 
Within the grounds of airports, a large variety- of eonventional· and custom~ made· v.ehicles 
(Fig. 5.2.11) perform a host of activities such as passenger; luggage and cargo transfers, air­
craft refueling, inspection and maintenance, cabin cleaning and supply replenishment, 
ground guidance (e.g., the "Follow Me" car), security, and so on. 

5.2.6 Express Package Carriers 

ExpreSs package carriers are essentially a. .form of privately owned. and operated mail 
service, which serve the general public in a way similarto the U.S. Post Office. Well-known 
U.S. express package carriers are FedEx (previously known as Federal Express), United 
Parcel Service (UPS), and DHL. The latter is actually the older air forwarder; it was estab­
lished in 1969 in Honolulu by Dalsye, Hillblom, and Lynn for air freight transport to Cali­
fornia. These couriers as well as smaller competitors expanded tremendously since the early 
1980s, in both domestic and international markets. This growth is largely due to the speed, 
efficiency, and reliability of service provided (Fig. 5.2.12). Some express package carriers 
began service as air forwarders (e.g., FedEx and DHL), others began as couriers offering 

*This is, a typical union-negotiated item that applies to other modes as well. 
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Figure 5.2.11 Custom~made buses. at Paris airports (Aeroports de Paris) facilitate the 
increase of flight operations without terminal expansion. 
(Photograph by P. D. Prevedouros.) 

Figure 5.2.12 Delivery person uses 
portable tracking device to 
scan the bar-coded parcel 
prior to delivery. 
(Photograph by 
P. D. Prevedouros.) 

express land service (e.g,, UPS). Through expanoions and acquisitions, these three major 
express package carriers have created a network of operations that offers worldwide door­
to-door transportation service for packages up to 25 kg. 

The equipment utilized by couriers includes a large number of sorting terminals, 
trucks, vans, and all-cargo aircraft. Vans are used for pickup and delivery, then packages 
and documents are sorted at the terminals, and then they are shipped via trucks or aircraft 
'forthe long haul. The incorporation of advanced electronics and package coding facilitates 
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the real-time tracking of packagesby the company, but <J]so by the sender and the receiver 
via phone or comp\lter. · 

In 1998 UPS shipped more than twice the number vf packages shipped via regular 
maiLAs of 1998 (for comparison, '1989 figures are given in parentheses), UPS served 200 
(80) countries by utilizing a fleet of 147000 (116000) trucks and vans, and 197 (100) air­
craft. Furthermore, 339000 (238000) employees manage an annual volume of 3.1 (2.8) bil­
lion·packages [5.14, UPS on the Internet]. 

Express package carriers typically charge higher rates compared with the U.S. Post 
Office mail service (which until the mid-1990s was federally subsidized.) Their depend­
ability, however, has made them the fastest and most reliable mode for shipping business 
documents and parcels. 

5.3 INTERCITY PASSENGER TRAVEL 

5.3.1 Major Modes 

The basic purposes generating intercity passenge·r transportation are business, vacation, and 
personal reasons (e.g., visit family or friends, medical emergency). Travel modes that are 
available to serve intercity travelers include air travel via scheduled airlines, chartered 
flights (tourist groups), or private aircraft. Travel agencies, taxi and limousine service com­
panies, mass transit authorities, airport and terminal authorities, car rental companies, local 
sightseeing services, hotels and restaurants, as weH as the entertainment industry facilitate 
and complement intercity transportation modes. 

Travel by bus is provided by two privately owned and operated national carriers, 
Greyhound and Trailways and several regimial operators. Bus transportation has the most 
extensive geographic coverage; most cities with a population Of 1000 or more are served. 

Rail service is provided by Amtrak along a series of corridors connecting large urban 
areas. The most heavily utilized oorridor is the one between Boston and Washington, DC, which 
also includes the cities of New York and Philadelphia. Between Boston-Washington, DC, and 
Chicago-New York City trains operate on upgraded lines at speeds between 140 and 200 krn/h. 

Cruising on passenger ocean liners has regained its popularity for vacation travel in 
the 1980s. Cruise ships offer all types of entertainment. Favored cruise regions are the 
Caribbean Islands, the coasts and islands of the Mediterranean Sea, the Hawaiian Islands, 
and the"·coasts of Alaska and British Columbia. 

The automobile (i.e., private, rented, or company car) is the most readily available 
mode. This mQde is among the slowest for long-distance trips. Part of the reason for the 
large volume of intercity travel by autos is the convenience of lts ~seas well as the people's 
perception of costs. People tend to recognize out-of-pocket costs such as gasoline, tolls, and 
parking, and ignore other important costs, such as insurance, rnain,tenance, an9 deprecia­
tion [5.15]. On the other hand, high utilization produces lower cost per km. * 

*This simple principle has lead io an interesting practice in Singapore, as reported in The Econo~ist [5.16]: 
"On an island that measures barely 35 km easf to west and 20 km north to south, the average car, using some of 
the world's most expensive petrol, clocks up 20,000 km a year....,.much the same as in America. The reason is not 
far to see. A Mercedes E200, valued at about $35,000 before fees and taxes, would cost a Singaporean buyer a: 
whopping $180,000." 
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5.3.2 Choice of Mode 

The choice of mode for long-distance, travd is heavily dependent on the sensitivity of the 
traveler with respect to- time and .cOSt. By and large, business travel is time-sensitive 
va~ation travel is. price-sensitive, wh~re~s travel for personal reasons may be either time~ 
or price-sensitive, or both. The basic attributes of each mode are schedule, speed, cost, 
.service offered, and perCeptions regarding the service offered. 

Schedule and speed prescribe the ability of the mode to serve passengers at the times 
they want and at the speed (or travel time) they require; for example, a same day round-trip 
from Chicago to New York can be accomplished by air travel only. Also, the location of the 
origin and destination points may restriCt the mode choice set, or it may require the use of 
more than one long-distance transportation mode (i.e., air and bus). 

Cost is a major consideration for most passengers. For a given distance rail and bus 
are the least expensive, with private or rented car following, and air travel coming last as 
the most expensive means of traveL Advance purchase of discounted fares may reduce 
the air transportation cost substantially. For example, in January 2000 the SuperSaver 
Honolulu-Chicago round-trip fare was between $610 and $850 depending on the itin­
erary, the coach class fare was around $!330 and the first class fare was around $4!00, 

Service is another important factor. Travel by private or rented car offers the conven­
ience of having a car available at all times, which may be essential for some travelers (i.e., 
representatives and salespeople). Bus or rail offer few amenities on board. In contrast, air­
lines offer a wide variety of services on board (e.g., drinks, meals, minimart, multichannel 
music, and screen entertainment). Perceptions of passengers regarding the overall service 
offered by a mode compared with other modes (comparison between modes, e.g,, auto 
versus bus or rail), or among providers of the same mode (i.e., American versus Delta Air­
lines, Avis . .versus Hertz Car Rental) affect the choice of modes and carriers. 

Setting costs aside, ihe competitiveness of modes can be judged by their ability to provide 
fast service from origin to destination on a ~oor-to-!loor basis (i.e., from the office in town A to 
the meeting place in town B, or from the house ill town X to the hotel room in townY). All modes 
except private auto and rented or company car provide tenninal-to-terminal service. There are 
several time-consuming components before and after the main haul as well as in the terminals. 

Typical travel-time components for rail and air transportation are listed here, along 
with the assumed time durations. These approximations are based on experiences in large 
urban areas, such as Cincinnati, Honolulu, Milwaukee, and Portland. Several of the fol­
lowing travel-time components are expected to be longer in large metropolitan areas with 
very busy airports (e.g., Atlanta, Athens, Chicago, Los Angeles, London, New York, San 
Francisco, Sydney, Toronto, Tokyo, etc.) 

Rail 

Access origin terminal 
Wait for train and board 

. trip (tenninal-to-terminal main haul). 
Leave tnlin and walk to exit from tenninal 
Access destination point 

20 min 
15 min 

5 rnj_n 
20min 
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Air 

Access oiigin.terminal 

~heck-in, walk to·gale, and wait 
Board and tirr'Le uli:til plane leaves gate 
Taxiing and stops until_ takeoff 

... trip (tenninal-to-terrnirral main haul) . 
Landing and taxiing to gate 
Permit to open doors, exit, and walk to baggage claim 
Wait for luggpge 
Walk to exit t'erminaJ 

Access destination point 

30 min 
30min 
15 m'in 
lOmin 

5 min 
JOmin 
15 min 
5 min 

30min 
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Hence the total non trip time by rail is about I h long (which is similar for bus), whereas the 
total nontrip time by air is about 2 1/2 h long. These time estimates vary; they depend on 
origin and destination locations, transportation systems congestion levels, weather and 
equipment condition, tenninal size and efficiency, and so forth. It is nonnal to expect, how­
ever, that a 2-h trip (terminal-to-terminal) by airplane should take at least 4 h from origin 
to destination (door-to-door). Considering the door-to-door time frame, it is likely that sev­
eral modes may offer competitive service. 

Fig. 5.3.1 compares four alternative modes of intercity transportation. The following 
average main haul speeds were assumed: 100 kmlh for passenger car, 125 kmlh for regular 
rail, 300 kmlh for high-speed rail (a description is given later in this section), and 800 kmlh 
for subsonic jet aircraft. Zero access and wait times were assumed for private and rented 
auto because this mode is, in most cases, readily available. Access and wait times equal to 
1.0, 1.2, and 2.5 h were assumed for rail, high-speed rail, and air travel, respectively. (Note 
the value of the corresponding y-axis intercept.) 

Auto results as the fastest mode for trips up to about 200 km, high-speed rail is most 
competitive for distances between 200 and 600 km, and air travel is the fastest for all trips 
exceeding 600 km. Regular rail and bus (not shown) are not competitive for any trip dis­
tance with respect to minimum travel time. These approximations are supported by the find­
ings of the 1995 American Travel Survey conducted by the Bureau of Transportation 
Statistics (BTS) as shown in Table 5.3.1. In this table mode shares add up horizontally. They 
may not add up to 100% because the modes of chartered/tour bus and ship/ferry have not 
been included in the table. 

TABLE 5.3.1 Intercity-Trip Distribution by Length and Mode 

Approximate Distribution Car or Commercial Intercity •"Passenger 
one-way trip of trips based similar aircraft , bus train 
leng!h (km) on length(%) vehicle(%) (%) (%) (%) 

<500 29.6 95.5 {J.7 0.3 0.5 
500-800 26.6 9!.6 4.1 0.4 2.6 
800-1500 2!.3 76.3 19.1 0.6 0.7 

>1500 22.5 35.9 60.6 0.3 0.5 
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Ftgure 5.3.1 Door~to~door 'travel~time comparison of f~mr passenger transportation modes. 

The same survey of 80000 U.S. households revealed that: 

• The average intercity one-way trip length was 450 km for car, 640 km for bus, 660 
km for rail, and 17 50 km for air travel. 

• Airport access was by: 

private or rented car: 87% at the point of origin and 75.8% atthe point of 
destination 

• taxi: 5.6% at the point of origin and 11.6% at the point of destination 

limousine or shuttle: 5.9% at the point of origin and 10.9% at.the point of 
destination · 

-'i 

transit: 1.3% at the point,of origin and 1.7% at the point of destination 

• People aged 25 to 64 made two-thirds of the trips. 
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• People with a college degree made 42% of the !rips, whereas people without a high 
school diploma made only 6% of the trips . 

• Almost one-half of the trips. were made by people .in households with incomes of 
$50,000 or higher in 1995. · 

• About one-third of the trips occurred in the 3 months of July to September. 

5.3.3 Emerging Intercity Modes 

Advances in int~rcity transportation are expected to come in the form of high-speed trains 
capable of reaching 500 km/h, and second-generation supersonic (the Anglo-French Concord 
aircraft consists of the first generation) and/or suborbital aircraft capable of traveling from 
New York to Tokyo in less than 4 h. Thus the major objective of advanced intercity trans­
portation technologies is the substantial reduction of travel times through high cruising 
speeds. Additional objectives are the reduction of fuel consumption, pollution, and noise. 

High-speed rail is defined as a passenger rail transportation service with operating 
speeds of atleast200 km/h. High-speed rail debuted in 1964 in Japan (Shinkansen or Bullet 
train) and was followed in 1983 by France's TGV (or Train a Grand Vitesse): Amtrak's 
Metroliner passed the 200-km/h threshold in 1986. In 1994 Le Shuttle for vehicles and 
Eurostar for passengers were inaugurated in the Chunnel (the tunnel under the channel 
between the United Kingdom and France). These services reduced travel time between London 
and Patis from 7 to 3 h and caused a 40% neduction to air travel between these two cities. 

U.S. Congress' 1991 Intermodal Surface Transportation Efficiency Act (ISTEA) 
required the commercial feasibility study of a high-speed ground transport (HSGT). In 
response to this, three levels of rail technology were assessed in a number of studies tai­
lored to the needs of eight specific corridors (in California, Texas, Florida, the Northeas~ 
etc.). They included Accelerail, which are technologies for the substantial upgrading of 
existing services, New HSR, which includes the latest advancements in traditiona1 steel­
wheel-on-steel-rail technology (such as the latest version of Shinkansen and the TGV), and 
Maglev [5.17]. 

Maglev (abbreviation for "magnetic levitation") trains essentially float on a magnetic 
cushion. Superconducting magnets interact With .aluminum coils fixed on the guideway. 
Magnetic repulsion on the vertical plane lifts the train 3 to 13 em from the guideway. Lat­
eral magnetic repulsion on the horizontal plane enables the train to snuggle the guideway, 
thereby averting derailment. Longitudinal magnetic attraction and repulsion generate for­
ward and backward propulsion [5.18]. Major advantages of these systems are low energy 
consumption, nu··emissions, practically noiseless operation, and minimal wear and tear due 
to the frictionless operation. German and Japanese industrial consortia experiment with 
real-world, full-scale magnetic levitation trains; at least one consortium from each of these 
two countries markets an implementation-ready system (Fig. 5.3.2). Urban transit as well 
as· intercity versions cruising at speeds in excess of 500 km/h have entered revenue service. 

Similar to high-speed rail, in air transpot!iii.iqri there are two dominant new tech­
nologies: one fully applied, the other at th<c pilot-testing stage. Both are heavily dependent 
on electronics, such as compii.terize4 controls, satellite geolocation, and so on. The former 
is the fly-by-wire technology commercially in):roduced by the European aircraft manufac­
turing consortium Airbus Industrie (model A320 and d~rivatives). The technology utilizes 
electronic signals to command mechanisms that adjust control surfaces (i.e.:·flaps, ailerons, 
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Figure 5.3.2 Magnetic levitation train 
prOtotype by Transrapid of 
Germany. 
(From Pennsylvania High 
Speed Intercity Rail Passenger, 
Final Report, 1990.) 

rudder, and air brakes), whereas in conventional aircraft the pilot moves the control surfaces 
directly by operating levers or other mechanical devices [5.8]. Multiple on-board computers 
inspect flying conditions and pilot commands and suggest optimal actions or warn about 
potentially erroneous judgments .. Fewer improved technology engines are necessary to 
propel the aircraft, whereas emissions, noise, and consumption continue to decline. Exten­
sive use of composite materhi.ls further reduces aircraft weight. All these developments on 
conventiOnal commercial jet aircraft make air travel more efficient, safer, and less harmful 
to the·.environment. 

The other aviation advancement is Free Flight. Free Flight is preceded by a small­
scale application called Flight 2000. Flight 2000 and Free Fliglit are technological evolu­
tions of the National Airspace System (NAS) managed by the FAA. Free Flight permits 
users (captains of commercial and private aircraft) flexibility to plan and to fly their pre­
ferred route with limited or no interaction with the ATC. This is a major departure from cur­
rent conditions according to which most if not all movements of aircraft are guided by the 
ATC. The Flight 2000 project is scheduled to begin in 200 l; it integrates information via 
digital communications, automatic surveillance and broadcasts, weather processors, navi­
gation satellites, advanced cockpit displays, and modified ATC and flight planning proce­
dures. Free Flight is seen as the means for enliancing the capacity, efficiency, and safety of 
the air space. Free Flight architecture is expected to harmonize the global aviation system. 

Although Free Flight can augment the capacity of air space, airport congestion will 
not be significantly improved. In response to this several large airports (e.g., Chicago's 
O'Hare Field) have banned all general aviation traffic, which is diverted to reliever air­
ports. Some relief also could come from the tilt-rotor aircraft technology as applied to 
short-haul intercity air travel. The advantage of tilt-rotor aircraft is that they can take off 
and land vertically (VTOL), thus saving runway landing slots and delays for taxiing, and 
.cruise as regular propelled aircraft (i.e., the engine and oversized propeller group gradu­
ally tilts from the vertical position of a helicopter to the horizontal position of a fixed, wing 
propeller aircraft). The military version (V-22 Osprey) of Boeing-Bell tilt-rotor aircraft 
can carry 8 to 40 passengers in various commercial configurations and.tr~vel at speeds of 
up to 600 kmlh [5.19]. 
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5.4 SUMMAR'/' AND COMPARISONS AMONG MODES 
AND COUNTRIES 

This ;:hapter presented the maj9r .nioqes of transportation. Motor carriers ate ubiquitous and 
·provide door-to-door service, Railroads are best suited for transporting bulky products in 
large quantities. For liquid commodities pipelines offer fast, reliable, and inexpensive, 
transportation. Intercontinental transportation of freight is almost exclusively made by 
ocean liners and tankers. Air carriers provide fast transportation of people over long dis­
tances and high .value, low volume goods. Express package carriers offer fast and guaran­
t.Jd delivery mail and package shipping service. 

Table 5.4.1 provides a quantitative summary based on Bureau of Transportation Sta­
tistics reports [5.20, 5.21] of various freight transportation modes, including truck, rail, 
combination of truck and rail, pipeline, water, air, and courier. Rail and truck account for 
50% of the ton-km transported and more than 75% of the value of the shipments. 

TABLE 5.4.1 Summary of Selected Characteristics of Major Freight Transport Modes 

Value of 
Metric ton* Metric ton- shipment Average haul Value of 

Freight transport km (million) km(%) Selected size characteristics (U.S. $/kg) distance (km) shipments 
mode 1995 1995 (United States) 1995 1993 1995 1993 (%) 

Truck 1260000 24.0 58 million light trucks; !.54 220 71.9 
(forhire & private) 6.9 million-freight trucks; 

250000 km of National 
Highway System roads 

Rail 1365770 26.0 II class I companies; 0.45 983 4.0 
18812 locomotives, 
1.2 million freight cars; 
200000 k.m of track 

Truck+ rail 54590 1.0 4.63 1493 1.4 

Water 1283940 24.4 40000 vessels under U.S. 0.45 670 4.1 
flag (combined Great Lakes, 
inland, and ocean fleets) 

Pipeline 859110 16.3 Liquid: 160 companies and 0.45 711 2.9 
320000 km of pipe 
Gas: 150 companies and 
2 million km of pipe 

Parcel, postal, courier 19060 0.4 67.70 1121 9.2 

Air 5810 0.1 681 airports serving large 100.50 2056 2.3 
(includes truck + air) certif. carriers; 5567 certifi* 

· cated air carrier aircraft; 
86 large carriers 

Other 408620 7.8 655 4.2 

Total 5256900 100.0 480 100.0 

Source: Ref. [5.20] 
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The safety statistics among modes also va.ry widely. as shown in Table 5.4.2. About 
one half of all accidental deaths in the United States are attributable to transportation[5.21]. 
This table shows that· almost all transportation. crashes (i.e .• 95.8% in 1995) involved motor 
vehicles. Crash rates for all modes have been decreasing, but a notable slowing has occurred 
in the 1990s. Only general aviation displays a consistently decreasing crash trend. 

TABLE 5.4.2 . 1970-1995 Trend in U.S. Transportation Fatalities 

Air General Motor Rail, Water 
Ye,ar carrier(!) aviation vehicles(2) transit transp.(3) 

1970 146 1310 .52627 785 178 
1975 221 1252 45442 575 243 
1980 143 1239 51924 584 206 
1985 639 955 44407 454 131 
1990 96 766 45297 938 85 
1995 229 732 42377 841 46 

Notes: (1) Includes commuter and taxi service, (2) includes accidents at rail crossings, (3) excludes 
recreational water accidents. 
Source: Ref. [5.21J. 

Pipeline 
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Selected general and transportation characteristics of 12 countries and the United 
States are compared in Table 5.4.3. The United States .is among the least densely populated 
countries (which has necessitated a vast network of highways and railways and has made the 
airplane the primary long-distance mode.) The United States also is among the most urban­
ized nations and has both the highest auto ownership per capita and among the cheapest 
prices of fuel (which encourage the use of automobiles, often by single occupants). 

TABLE 5.4.3 Selected Characteristics of 12 Countries and the United States 

% popul. %urban GDP Fuel price 
Area Population growth Peoplelk~2 popuL growth Cars/km2 in mid~l996 

Country (000km2
) (000; 1994) (1985-1994) (1994) (1994) (1970-1994) (1994) ($/liter) 

I Brazil 8512 159100 1.8 19 77 4.8 n.a. 
2 Canada 9976 29251 1.3 3 77 3.6 0.42 
3 China 9561 -1190918 1.4 125 29 8;7 <I n.a. 
4 France 549 57960 0.5 106 73 2.5 45 1.20 
5 Germany 357 81407 0.5 228 86 n.a. ll2 1.04 
6 Hungary 93 10161 -0.4 109 64 2.2 22 0.81 
7 India 3288 913600' 2.0 278 27 4.5 I n.a. 
8 Italy 301 57190 0.1 190 67 2.7 99 1.21 
9 Japan 378 124960 0.4 331 78 3.7 113 0.96 

10 Mexico 1973 88402 2.2 45 75 3.4 4 0.32 
11 Russia 17705 148366 0.5 8 73 n.a. n.a. 
12 UK 245 58375 0.3 238 89 2.3 97 0.92 
13 USA S373 260651 1.0 28 16 2.8 14120" 0.33 
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TABI.E5.4.3 Selected Characteristics Qf12 Countries._and the· United States-Continued 

Tr.msport characteristics per 1,000,000 population 

Cars per Railroad_ Inland Pipelines, 
capita tracks Roads, all waterways Iiqtiid Airports, 

Country (1994) %paved (km) (km) (km) (km) all 

Brazil 0.08 !() 192 10164 314 36 22 
Canada 0.49 30 2672 29038 103 806 47 
China 0.00 17 55 864 92 9 0 
France 0.43 54 588 26073 258 130 8 
Germany 0.49 79 534 7816 64 93 8 
Hungary 0.20 44 766 15620 160 118 8 
India 0.00 49 68 2156 18 6 0 
Italy 0.51 91 341 5340 42 67 2 
Japan 0.34 68 219 8899 14 3 
Mexico 0.09 35 277 2741 33 450 23 
Russia 0.05 78 1038 6295 681 425 17 
UK 0.41 100 289 6168 39 67 9 
USA 0.5110.73' 61 817 24155 !57 1235 70 

aFor USA, the second number also includes light trucks. 
Cali:tion: The Cars column numbers are approximate because the definition of vehicle types differ among countries. 
Some of the paved roads include only graveled roads (e.g., Russia). Most statistics are from 1995; some are from the 
first half of the 1990s. 
Source: Ref. [5.21] 

Canada has a roadway kilometrage commensurate to its area (which is larger than the 
United States and it boasts the highest kilometrage of railway track. The UK seems to be 
the only nation which has paved all its public roads. Russia has the longest kilometrage of 
navigable inland waterways. The United States has the longest kilometrage of pipelines and 
the most airports. The reader is cautioned that several of the statistics are per one million 
population. For example, in total the United States has more than 18000 airports, air fields, 
and public landing strips. 

EXERCISES 

1. The Concrete Products Corporation (CPC) is Considering the purchase of a transportation com­
pany to fitcilitate the distribution of its products. The options are (1) a lrucking company with fixed 
assets of $3 rillion, variable costs of 5¢/ton-km, and aiumal fixed costs of $250,000 and (2) a 
small railroad company with fixed assets of $15 million, variable costs of 3¢/ton-km and annual 
fixed costs of $600,000. 

Given that CPC will be shipping 30,0()0 tons of products over a 1 000-km corridor each year 
for the ne;xt 10 years, which transportation_company should CPC purchase and what other factors 
of motor carrier and railroad transportation should it consider before the purchase? Costs are 
expected to increase by 3%. and shipmen~s by 8% per annum. Assume that assets remain constant 
~wer the time period considered. 

(Note: To estimate the present size of quantities increasing for the next n years, consult 
Chapter 12.) · 



. 258 Transportatlon Modes Chap.S 

2~ The cost function of a large railroad corpOfation is Y = 107
-+ 0.5·T, where Y is the total cost of 

shipping-in U.S._ dollars and. Tis the tons shipped: Last year the company charged on average 88¢ 
for each ton of &eight. Their amlual sWPmeflis 'tQtaled 48 million tons. This year they are consid­
ering geographical expansion t.Prough the purchase of a smaUer railroad corporation that last year 
shipped a total of 21 inillion tons. EconomiSts eStimated that the total cost function (for the merged _ 
corporations) will beY'= 10.57 + 0.3-T,while 10% more freight should be expected due to the 
better geographic coverage, at a price discounted bY 8¢. 

Show that the large and the merged railroad realize substantial economies of scale (EOS). 
Which i-ailroad realizes greater EOS? Use a numerical example or a graphic for proof. Show 
numerically that the large railroad should merge with the smaller one. 

3. Coal Distributors Corporation (CDCorp) is considering adding one coal slurry pipeline between 
their main facility and a location M.1J!e length of the line is 200 km. The cost of placing a pipeline 
varies by size: 

Gathering line: $250,000 per km (throughput: 100 lis) 
Trunk line: $400,000 per km (throughput: 4DO lis) 

A third option of CDCorp is to lease trucks at a cost of $1/km-s at a full truckload. One 
truckload is equivalent to a throughput of 50 Vs (liter per second). Only fuU truckload shipments 
will be made. 

The demand for the first 5 years is estimated at 150 lis; it .is expected to drop to 80 Vs after 
that point and to diminish after another 5 years. If the operating cost is 2¢11 (per liter) and 1.5¢/l 
for t~e trunk and the gathering pipeline, respectively; and if CDCorp charges a flat rate of 3¢/l~ 
which option should CDCorp choose? (Round all monetary estimations to the closest million.) 

4. Safeway motor carrier has a contract with Byte Computer Company, which corresponds to 
0.24 million tons of freight per annum. Safeway operates a fleet of trucks with 12-m trailers, 
each providing a capacity of 80m3 

•. The total cost per kilometer for each tractor-trailer unit is 
$2. Safeway charges Byte 25¢/ton-km. The typical shipment from Byte is a full truckload 
transported over 500 km. Recently Byte requested a rate decrease from 25 to 22¢. Safeway 
has agreed to lower the rate. Given that the freight density of Byte's shipments is 120 kg/m3

, 

should Safeway keep its current fleet or upgrade to a flee't of 15-m trailers with a capacitY of 
95m3 each and a total cost equal to $2.10/km, which includes the cOst of·upgrade? 

5. The risk of an accident during a commercial airliner flight may be assumed as follows: 36% during 
takeoff and climb, 5% during cruise •. 56% ~uring decent, approach, and landing. The remaining 3% 
risk is during loading, unloading, and taXiihg; this component should be ignored in this exercise. 

Considering the conuilercial jet aircraft data supplied here, and assuming that on average 
80% of the seating capacity is utilized and that the average trip is two-thirds of the maximum 
range, calculate the risk factor for each aircraft for every one billion passenger-km. Then set the 
highest risk estimate equal to 100 and scale the other three estimates. Interpret the results based 
.on the scaled estimates. 

Passenger Maximum Takeoff, climb, Decent, approach, 
Aircraft capacity range (km) qistance (km) land distance (km) 

B·747 380 8100 100 70 
DC-10 250 7500 100 70 
A-310 200 1500 65 55 
B-737 105 1800 65 55 

Hint: Estimate the flights required to serve one billion passenger-kin and estimate the risk for 
each trip segment according to its length. 

~: 

I 
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6. An airline serving the Hawaiian Islands is planning to introduce service between Honolulu (Oahu) 
and Kahului (Maui). The airline y.r<ini$ to choose the right size of aircraft for a particular set of new 
flight~. Two·types. of aircraft ar.e available for scheduling: 

McDonnell Dougla~ MD-80 with 95 seats and $45 cost per seat 
McDonnell Douglas MD-11 with 220 seats and $32 cost per seat 

·The cost per seat is specific to the one-way trip between the two cities that are considered. 
Given the following set of four flights and the- expected passenger demand, which air­

craft or- combination of aircrafts should the airline select in order to minimize the actual cost 
per seat'? 

Flights 

Honolulu-Kahului 
Kahului-Honolulu 

120 
130 

Expected number of passengers 

2 

150 
140 

3 

175 
185 

4 

130 
120 

5 

100 
215 

Flights cannot be combined. Passengers who cannot get in a flight are lost to competitors. 

7. An international air carrier plans to purchase a jumbo-class aircraft to serve the Chicago­
London city pair. Restrictions in landing slots at Heathrow Airport allowed the purchase of 
five landing/take-off slots, one per weekday. The carrier does not intend to offer weekend 
service. The following table presents passenger demand estimates and fares charged by 
competitors: 

Five-weekday One-way 
Trip demand fare($) 

Chicago-London-Chicago 975 400 
Chicago-London 230 680 
London-Chicago-London 880 475 
London-Chicago 400 775 

The round-trip Chicago-London-Chicago is 13,000 km, and the aircraft choices and cOsts are: 

Seating Oper. Cost Fixed 
Aircraft capacity seat-km cost/year 

B-747 385 2.57¢ $4.5 million 
DC-10 235 2.97¢ $3.7 million 

Should the airline enact service and which aircraft shpuld be chosen? Solve based on profit 
maximization. 

_8. The OTR bus company must replace or rebuild their fleet of 100 buses because they have reached 
their useful life. The three options available are to purchase a new standard bus, to. purchase a 
superbus, which is more costly but lasts longer, and to rebuild available buses. The costs of these 
options are given below: (O&M is operating and maintenance.) 
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Capital Life· Annual Overhaul Overhaul 
Option cost years O&Mcost cost ye"' 

Standard $215.000 12 $40.000 $50,000 5th 
Superbus $275,000 20, $47,500 $25,000 5th, lOth, 15th 
Rebuild $111,000 6 $45,000 none none 

Which bus is preferred at a 6% discount rate? (Hint: Annualize costs and sum up; see 
Chapter 12 for the appropriate fonnulas.) 

9. A businessman residing in Chicago considers his options for a trip to Detroit. His options are pri­
vate car, rental car, bus, or ahplane. Given the following d~ta, suggest the best mode for his travel. 
Distance between cities (one way) = 425 km. Estimated access travel at origin and destination 
= 38 km at each city; the access distance and access trips are the same for all modes. 

Costs: (1) private auto: 20¢/km (all costs combined); no access mode required; (2) rental 
car (2 days): $50/day plus $12/day for .insurance and tax; lll/100 km fuel efficiency and gas 
price is 40¢11; no access mode required; (3) bus: round-trip fare $55; access mode required; 
( 4-) air: round~trip fare $1 00; access mode required. 

Access modes and costs: in Chicago taxis charge $2 plus 20¢/km, buses charge $1 per ride 
(assume two rides); in DetrOit taxis charge $2.40 plus 15¢/km, buses charge $1.5 per ride 
(assume four rides). The door-to-door travel times by mode are as follows: 

Best 
Worst 

Private auto 

4.5 
6.0" 

Rental car 

5.0 
6S 

"Accounts for potentially congested conditions. 
bUse of bus for access. 

Bus 

6.0 
8.0h 

Air 

In order to make his selection, the businessman assumed a disutility function (a measure of "dis­
comfort" due to the cost and travel time encountered): 

Disutility = (total trip cost)/5 + 8 ·(one-way travel time) 

Which mode did the businessman select? ~Round out all cost estimates to the nearest integer.) 

10. Select three .countries of your choice excluding the United States from Table 6.2.4 and make a 
narrative and quantitative comparison among them and with the United States in about 500 
words. 

11. A study in California concluded that high~speed rail is an inferior alternative to air and car travel 
between Los Angeles and San Francisco, even when the social costs of accidents, noise, and air 
poliution are taken into account. These costs are much smaller for high~speed rail than for ;ir 
and car travel. The researchers actually accounted for zero accident costs based on the no­
accident operation of both Shinkansen and TGV. The per passenger-km cost estimated by this 
study is Shown in the following table [5.22]. It is suggested that even if the passenger (po'ssibly 
optimistic) forecasts for high-speed rail·are doubled, the amount of required subsidy would still 
be very high: $19 per high-speed rail passenger versus $2.5 and $0.75 for air and car travel, 
respeCtively, assuming a 600-k:n\ distance between these'two cities. What other reasons ·could 
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necessitate the planning. and implementation of high-speed rail despite the inferior economic 
· :statistics shown here? ' 

Cost per Passenger~Km 'of Thvee Inrercity Modes 

Mode Total cost ( ¢) Revenue(¢} Subsidy(¢) 

Air '2.43 2.02 0.41 
Car 2.05 1.93 0.12 
HSGT 15.60 6.00 9.16 
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Urban and Intelligent 
Transportation Systems 

6.1 INTRODUCTION 

This chapter begins with a historical sketch of urban development and urban transportation 
modes in the United States (Fig. 6. I .1). This is followed by a presentation of contemporary 
urban transportation modes. Urbai)- transportation issues are presented with particular 
emphasis on traffic congestion and congestion alleviation strategies. 

The chapter includes an in-depth presentation of intelligent transportation systems 
(ITS) with descriptions of user services, architecture, and mature ITS applications such as 
detectors, traffic signal systems, freeway management (automatic incident detection, inci­
dent management, and ramp metering), electronic road pricing, and automatic vehicle 
classification. 

This chapter concludes the transition from a vehicle and facility-specific perspective 
to a systems perspective, which was initiated in Chapter 5. After reading these two chap­
ters the reader will be ready to tackle the subsequent topics of planning and demand fore­
casting as well as the analysis of transportation impacts. All units in this chapter are in the 
metric system. 

6.2 DEVELOPMENT OF CITIES AND TRANSPORTATION MODES 

The movement nf people and goods withip cities is a special area of transportation that has 
·several unique characteristics. Transportation is one of the most important components of 
'uiban infrastructure that is necessary for ensuring the vitality of an urban area. An efficient 
:network of IEansportation services is required to support the complex activity pattem.s 
within cities. Furthermore, there is a strong connection between transportation and city 
.gr:owth. Transportation ·can promote or hinder development and vi~e versa; that is, vibrant, 
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(a) 

(c) 
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(b) 

Figure 6.1.1 Several urban transportation 
modes. 
(Photograph (a) is from 
Transportation Research 
Board, TR News, 160, 1992. 
Photograph (b) is by P. D. 
Prevedouros. Photograph (c) 
is from TranspOrtation 
Research Board, TR News, 
!56, 1991.) 

growing urban areas invite expansion or implementation of new transportation f3dlities and 
services. 

The historical evolution of urban areas suggests that population settlements first 
occurred beside accessible harbors, lakes, canals, and rivers. These settlements evolved into 
cities. Later on cities developed at crossroads of major railroad lines and highway routes. 

The intimate interaction between transportation and nrban development can be best put 
in perspective by observing the historical growth of U.S. cities and their transportation net­
works. Figures 6.2.l(a) and 6.2.l(b) illustrate the parallel chronological evolution of cities 
and urban networks. In the beginning towns consisted of a main street where most businesses­
and services were located. Residences were scattered along secondary roads. These main 
streets were usually the "urban" parts of trails connecting neighboring settlements. 

Expansion over time, particularly after industrialization, created a central city core 
where most businesses were concentrated: In many postindustrial cities the core was served 
by a grid-shaped road network on which horse-drawn carriages and trams were rolling. The 
city core was surrounded by residential neighborhoods. Public transportation (carriages and 
trams) connected the neighbcrhoods with the city core. Industrial sites were typically found 
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:::e~0~ 
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scattered 
residences 
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Street 
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residential 
neighborhoods 

CBD within the central city. 
The city is surrounded by 
primarily residential suburbs. 

• 

Central business 
district ( CBD) 

Neighborhood or ethnic 
.business centers 

(a) 

Downtown network 
and radial a'rterials 

Radial network of urban 
freeways and rail or transit 
corridors to facilitate 
suburb-to-CBD movement 
- Rail/ transit 
__ Freeways 

(b) 

0 
0 

0 

Explosive growth of suburbs 
with satellite business districts. 
Residences and employment 
expand to exurbia, 

0 Suburban (satellite) 
business centers 

0 Previously independent 
communities become part 
of the metropolis, or large 
cities form conurbations 

Beltways and circumferential 
connections of freeways to 
facilitate suburb~to~suburb 
movement. BypasseS' direct 
through traffic away from the 
urban freeways 

FigUre 6.2.1 Historic evoluliion of (a) cities and (b) parallel evolution of urban 
transportation networks. 
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adjacent to the city core withi,n eaSy .acceSs to the work force and transportation connec­
. ··tions." As cities expanded,_ nearby_ su~urbs,beg3n legal wars against encroachment by the 

central city, thereby setting l-imits to· the expansion of the central city. This is the prevalent 
way in which <:ity limits were established. · 

The next stage of evolution brought cities close to the shape recognized today. The 
city' core became a'n exclusive business center (central business district: CBD), often 
including high-rise office buildings. Improved transportation accessibility, tbe availability 
Of relatively inexpensive land, and concerns about air quality pushed industrial zones to the 
outskirts of the urban area. Ethnic and neighborhood business centers took their place 
within the city limits. 1

, 

The major trend at this stage was an e?'-odus of affluent residents to the suburbs, which 
were viewed as quiet bedroom .communitie~, ·providing a socially desirable setting for 
raising a family. The transportation network fostered as well as followed this trend. Radial 
corridorso,f public transit and highways were developed to bring the suburban workers to 
their workplaces in the central city where most employers were located. Downtown areas 
began experiencing traffic congestion problems, pollution problems, and lack of adequate 
parking space. The flight of affluent families to the suburbs deprived the central cities of 
their tax· base. Without the. necessary resources, cities experienced a deteriorating infra­

, -structure imd the worsening of conditions within slum areas where the less affluent became 
trapped. Ln response to this nationwide trend, during the mid-l960s government embarked 

:. :'oil a major urban renewal program, including the areas of housing and urban transportation. 
Part of this effort addressed subsidies for declining urban public transportation systems and 
an ambitious research program toward the development of advanced urban transportation 
systems [6.1, 6.2]. The oil crises of the 1970s gave a major boost to the development and 
expansion of public transit systems. 

The next stage represents present times in which cities still reshape and adjust to 
demographic, social, and economic trends. The worsened levels of pollution, density, serv­
ices, and safety of central cities further encOuraged people to move to the suburbs. An outer 
ring of suburbs growing at high rates started developing in the 1980s. At this stage busi­
nesses-and employers followed the residents in the exodus to the suburbs. As a result, satel­
lite business districts were developed in the outer suburban ring. for example, Tysons 
Corner in Washington, DC, Naperville and Schaumburg in Chicago, and Orange County in 
Los Angeles. Furthermore, the expansion of metropolitan limits swallowed small inde­
pendent towns of the paSt and minimized the distance between neighboring metropolitan 
areas, for example; Washington, DC and Baltimore; Chicago, Gary, and Milwaukee. 

The parallel evolution of urban modes can be summarized as follows: 
Initially rnodem~era cities were pedestrian-oriented. Even after the development of 

mechanized long-distance transportation systems such as railroads, the size of most cities 
was sufficiently small for people to walk to most places. Private transportation in the farm 
of horseback and animal-drawn carriages was sufficient for longer distances. Public 
transportation in the fonn of sedan chairs in European cities and jinrikisha (rickshaw) in 
Japan was the exception rather than the rule. The first public transportation service per se 
has been attributed to the French mathematician Pascal, who in 1662 began to offer a 
horse-drawn service in Paris. However, horse- and mule-drawn omnibuses (derived from 
"omnis," meaning "all," i.e., offering services to the,. general public) did not come into 
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their own until the mid-nineteenth century. These services spread widely in Europe and 
·the United States and remaine.d. a'major mode of urban public transportation until early 
in the twentieth ceniury. In 1832· the first horse-drawn rail streetcar began service in 
Harlem, New York, and portended the eventual replacement of the omnibus (which was 
driven on cobblestone pavements) by rail-supported horse-drawn streetcars that offered 
a much more comfortable ride. They operated along designated routes in mixed traffic at 
relatively low speeds and made frequent stops to take on and discharge passengers. Since 
propulsive power was the greatest limitation of horse-drawn streetc.ars, alternate power 
sources were sought. An early contender was the cable car, in which the vehicle is prot 
pelled by attaching it to a continuously moving cable. The cable is kept in motion by a 
stationary source of power. One of the most famous cable car systems opened in San 
Francisco in 1873, and a few cable car systems are extant to this day, mostly at special 
locations such as steep inclines and ore mines. E~perimentation, with the steam engine 
also occurred, but the major power supply breakthrough came late in the nineteenth cen­
tury in the form of rail-supported electric streetcars, which received their power fr.om 
overhead wires. At about the same time intercity railroads began to extend their lines into 
a few major central cities like London and Boston. These urban extensions are known as 
commuter railroads since their urban service is confined to moving commuters between 
suburban areas and the city during the morning and evening peak hours. Unlike the typ­
ical streetcar lines, these heavy rail systems offered limited express service without many 
intermediate stops and operated on their own rights-of-way. The superior service of these 
exclusive pathway lines encouraged the development of heavy rail rapid-transit systems 
that were capable of moving large numbers of passengers quickly within the elsewhere 
congested city. The first underground steam engine rapid transit line opened in London 
in 1863, and the first elevated urban railroad line, also using steam, was inaugurated in 
New York City 5 years later. Both cities subsequently converted their systems to elec­
tricity. Many large, high-density cities followed suit. Most other cities relied exclusively 
on electric streetcar lines. 

The next chapter in the evolution of transportation in general and public transporta­
tion in particular belongs to the adaptation of the internal combustion engine to motorized 
transportation. In the area of urban public transportation the motor bus began to make 
inroads into the electric streetcar market around 1920. Coupled with an increasing willing­
ness of government to support the construction of streets and highways and with compara­
tively low: fuel costs, the city bus emerged victorious oVer the electric streetcar, in some 
instances after a transition to the hybrid trolley bus, which operated on mbber tires but gath­
ered its power from overhead wires. The conversion to city buses occurred despite a coura­
geous attempt by the Electric Railways Presidents Conference Committee (PCC) in the 
1930s to systematically develop a superior streetcar, the marvelous PCC car. The,sarne tech­
nology that replaced the electric streetcar also marked the beginning of the demise of its 
·successor, the city bus, and public transportation in general. The source of this demise was 
the private automobile, which attracted patronage from public transportation systems. To 
add insult to injury, a few entrepreneurs even began to use their automobiles to offer com­
peting for-hire services by seeking customers at transit stops. These jitney services (which 

·still ope~ate in several places, notably in New Jersey) are undoubtedly the precursors of the ' 
mpdern ta::;i, which ~ow operates in a differently regulated· environment. 
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As .explained earlier, during the 196qs several soCietal changes encouraged a reeval­
uation of the automobile .... based urban· system· and led to a revision of the existing highway­
oriented feder-altransportatiori policy to include. support for the improvement, research, and 
development of public transportation systems. 

Despite these efforts. the ridership of central city buses and subways has been 
declining due to the increasing number of people working in the suburbs, whereas the rid­
ership of commuter railroads and suburban bus operations has been slowly increasing. 
Largely due to urban sprawl. the shares of both transit and walk have decreased between 
1960 and 1990. Specifically trlll!lsit share decreased from 13 to 5%. and walk share 
decreased from 10 to 4% [6.3.] 

6.3 URBAN TRANSPORTATION MODES 

Urban transportation needs are served with a multitude of modes. The intracity or 
urban distribution of freight is predominantly accomplished by the highway subsystem 
using vans and trucks of various sizes. The major movements within urban areas are 
related to the travel undertaken by people. Waterbased urban transportation is found in 
only a few cities, and air transportation is largely unsuited for urban travel. Thus the 
means of travel available for urban passenger transportation are mainly land-based and 
include private transportation (walking and private motor vehicles) and various public 
transportation services, of which some are highway-based (i.e., regular city buses), 
others are not (e.g., urban rail transit systems). The latter ope~ate on an exclusive right­
of-way unrestricted from the interference caused by highway vehicles; however, sys­
tems that are commonly thought to use shared right-of-ways, such as buses, can also 
operate on exclusive facilities, thus improving their service quality to levels that rival 
those of certain other exclusive pathway systems. The primary access mode of trans­
portation in urban areas is walking, but its share is negligible for line-haul trips (i.e., 
home to work trips). Line-haul urban trips are served by the following modes or com­
binations of these modes. which may be classed as public or private modes. and also by 
the type of right-of-way (e.g., roadway versus fixed guideway) and technology. The 
latter two are used in subsequent descriptions. 

6.3.1 Roadway Modes 

Private automobile, which can be in the forms of drive alone, drive with passenger(s), 
or passenger in a private car. Carpooling is the organized commute to work by car with 
a minimum of two people aboard:,: The most common form of carpooling is intrahou"~e­
hold where two or more members .of the household utilize the same car. Carpooling 
between coworkers is .less popular despite its potetitial to reduce the net amount of traffic 
substantially. 

Vanpooling is the voluntary or company-organized commute io work. Either a group 
of individuals agree to hire a commercial vanpool provider (fhereby cutting down their 
commuting costs by foregoing the purchase and/or use of a car) or companies provide trans­
portation to and from work. A notable company-organized vanpool program was initiated 
in 1973 by fhe "lM company in Minneapolis. The program was motivated by the decision 
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to expand the work force without the construction of -costly parking [6.4]. In ·several areas 
· that experience severe eongestiori problems~ ordinanCes mandate that employers reduce the 

number of trips generatedhy,their employees through the institution of car and van pools. 
Ta?=is are owner-operat;o:rs :or priVate companies that provide transportation to the gen­

eral public: Major markets for taxis are tourists, visitors, and businesspeople. 
Buses usually belong to a public-sectOr transit system or to private companies. Several 

cities h.ire private firms to operate and manage their transit system. Most bus service in 
London and other large cities has been privatized; that is, it is owned and operated by private 
firms. Urban bus services include scheduled public bus service, tour Services, \schoolchildren 
transportation, and labor transportation. Buses provide high accessJbility because they can 
run through neighborhoods, but lower the level of service compared with fixed guideway 
systems because they often use congested routes. They also can respond to shifting demands 
by modifying routes, adding routes, and redistributing the fleet of buses on routes. An artie~ 
ulated bus consists of two sections connected by a flexible joint similar to those connecting 
rail passenger cars; it is also known as a bandy bus from the German word for tapeworm 

. (bandwurm). Buses can provide rapid transit service by operating on exclusive right-of-way 
busways (e.g., Pittsburgh.) Lanes on arterial streets or entire streets (e.g., State Street in 
Chicago) can be converted to exclusive busways. 

6.3.2 Fixed Guideway Modes 

Fixed guideway transit systems consist of vehicles affixed to a guideway and include dual­
rail, monorail, or rubber-tired systems. Fixed guideway systems are either operated by on­
board operators or without the intervention or supervision of on-board operators, such as 
the entire rapid transit system in Lyon, France (automated guideway transit). 

Fixed guideway buses are a technological innovation that increases the capacity and 
level of service of both regular and articulated buses (Fig. 6.3.1.) This technology provides 
an exclusive right-of-way for buses, primarily along congested corridors. Slightly modified 
buses can operate on exclusive guideways. These systems require much lighter infrastruc­
ture and provide more flexibility than ~ail systems because the same buses can operate off 
the guideway on regular streets. Guided bus systems have been implemented in Essen, Ger­
many, and Adelaide, Australia [6.5]. In early 2000, the U.S. Federal Transit Administration 
(FrA) initiated a major program to demonstrate advanced Bus Rapid Transit (BRT) in sev-
eral cities. ' 

Light rail is the modem name for fixed guideway trolleys or electric streetcars. Sev­
eral North American cities have modein light rail systems in operation today (i.e., Baltimore, 

. Boston, Calgary, Cleveland, Dallas, Edmonton, Los Angeles, New Orleans, Philadelphia, 
Pittsburgh, Sacramento, San Diego, San Francisco, San Jose, and Toronto had myltiple cor­
ridor systems as of mid-1998). All these systems opened after 1981 and resemble more rapid 
transit systems (i.e., they have exclusive, often elevated, right-of-way) rather than streetcars. 
More traditional light rail is common in older· European cities, where in some locations it 
carries the majority of trips to CBD, enjoys priority treatment through signal preemption, 
and so on. Light rail operations can be inefficie~t in congested urban sections because they 
'operate on arterials along with vehicular traffici·Their bulky and .slow nature may worsen 
traffic conditions [6.6], but they do offer pedestrian accessibility because they have relatively 
short station spacing. 
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Figure 6.3.1 Fixed guideway bus system 
in Essen, Germany. 
(From Essener Verkehrs AG 
[6.5].) 

Rail rapid transit systems are common in large U.S. cities. Atlanta, Boston, Chicago 
(Fig. 6.3.2), Los Angeles (service was inaugurated in 1990), New York City, San Francisco, 
and Washington, DC have such systems. Operations include trains of four to ten railcars 
with stations every 0.5 to 5 km depending on densities. At the present time all U.S. systems 
involve the classic technology of electric-powered cars with steel wheels running on steel 
rails. The major advantage of these systems in terms of operating efficiency is that they 
operate on an exclusive right-of-way, which isolates them from other traffic and gives them 
the ability to offer relatively fast and on-time. service. Major disadvantages of these systems 
are the high implementation cost, the high levels of subsidy required for their implementa­
tion and operation (i.e., typically only a fraction of operating costs is recovered from the 
fare boxes), and their inflexibility in following shifts in demand. The long station spacing 
often requires special collection and distribution support, frequently in the form of buses or 
park-and-ride facilities. 

Commuter (or regional) rail systems connect primarily distant suburbs with finan- 1· 
cially affluent population to suburban centers and the CBD of a major metropolitan area. 
This is reflected in the average one-way-trip length of commuter rail passengers, which was 
about 35 km in 1988 [6.3]. Such systems are unique to a handful of cities (i.e., Chicago, 
Los Angeles, Miami, ~nd New York City). Commuter railroads use large passenger cars and 
often run on freight railroad lines. Commuter systems offer much shorter travel times com-
pared with private automobiles an.d rapid transit systems due to the fewer stops and the high 
average speed between stations. · 

Personal rapid transit refers to systems that operate On exclusive pathways 
employing small vehicles to allow for frequent service and scheduling flexibility; they may 
be described as horizontal elevators. They have found applicability in major activity cen­
ters and airports. 
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¥igure 6.3.2 Elevated rapid transit rail 
system (Chicago). 
(Photograph by P. D. 
Prevedouros.) 

6.3.3 Demand-Responsive, Dual-Mode, and Other Modes 

Demand-responsive systems have the flexibility in route or time scheduling or both that per­
mits them to respond to the actual demand placed on them. These systems represent an 
attempt to rival the flexibility of the private automobile,_in contrast to the traditional fixed 
route,fixed schedule transit systems. Taxis are naturally demand-responsive, but other sysc 
terns have been developed, such as dial-a-tide and prescheduled systems that allow for the 
dispatching and reroutil:).g of common caniers to serve temporarily changing demands. · 
These types of paratransit systems have found applicability as specialized services for eld­
erly. and handicapped persons. 

Dual-mode systems can be of two types, which are not mutually exclusive. The first 
type of vehicle can operate on both a guideway and on a reg11lar street, such as the fixed 
guideway bus presented earlier: The second type of vehicle can operate under different 
power sources, sUch as internal combustion engine (ICE) or electric driVe powered inter­
nally from batteries or fuel cells, or externally by attaching to an. overhead power cable like 
a trolley bus. ICE propulsion is typically used on outer city or suburban parts of a route and 
electric drive·propulsion is used in pollution and noise-sensitive. areas such aS dense neigh­
borhoods, archaeological districts, and downtown areas. 

Usual combinations of modes are park-and-ride, accordipg to which individuals drive 
their autos to transit tenninals, park and use public transpmtation for the line-haul trip to work, 
and kiss-and-ride, according to which a car passenger is dropped off at a terminal. This mode 
is common amollg family members, particularly in· families with feWer carS than workers; 

Air and Water· services are j:>rovidedin a few metropolitan areas. Transportation of cor­
porate exec,;utives alld gOvernment Omchls with. heliCopters is. quite common,.. w~.reas pas­
senger ferry services are offered in Hong Kong, New York City, Seattle, Sydney (Fig. 6.3.3,) 
VancouVei-; arid so on.. ' 
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FigUre 6.3.3 1-<fequent, fast, and high 
'capacity passenger fenies are 
a commuting alternative in 
Sydney, Australia. 
(Photograph by P. D. 
Prevedouros.) 

The use of various modes is h,eavily dependent on the pattern of origins and destina­
tions, which is itself constantly changing. The changes have a strong effect on the number 
and types of trips needed as well as on the modes chosen. 

6.4. URBAN TRANSPORTATION ISSUES 

6.4.1. Gener·al 

About 80% of the U.S. population resides in urban areas and about 50% resides in metropol­
itan areas with a population of one million or more. The 1990 National Personal Transpmta­
tion Survey (NPTS) found that aQ!:>ut 70% of the total annual travel in terms of person-km 
(about 13,300 km per annum) too~'.place on local networks and the balance took place on 
long-distance travel, that is, on tripS' exceeding 120 km; 88% of the local travel was made 
using cars [6. 7]. fn addition, heavy' trucks carry freight into and out of cities, and smaller 

.· trucks and vans are used for local delivery. Many cities have ports and airports that are the pri­
mary entry or exjt poirits for_ passengers and cargo originating from or destined to a broad 
area. All these functions g~nerate substantial traffic loads on the urban networks. Transporta­
tion problems affect most of a nation's population and get considerable political attention. 

Sev~ral transportation problems plague contemporary urban areas, the most prevalent 
of which is traffic congestion. Other urban transportation problems, some of which are of 
primary concern in certain locations, include the followin~: 

The inefficient utilization of public infrastructure systems and transportation services 
caused by the normal weekday peaks and valleys in travel demand t11at necessitate 
wide roads, large bus fleets, more drivers, and so on fot about 2 h during the morning 
and afternoon peaks, and only a fraction of these capacities for the rest of the time 
and 'during weekends and holidays 

• Infrastructure financing with difficult choices, such as capacity expansion versus 
rehabilitation, highway versus transit investment, and the share of financing among 
local, state, federaL and private sources 

• Special transportation provisions for the elderly, disabled, and low-income people 

l
i,·· 
'~ 
,\:,' 

I 
I 

I 



Part 2 TransPortation Systems 273 

o Environment concerns of etnissions and noise pollution, as well as balancing the con­
flicting demands for environment quality and efficient and affordable transportation 

Safety and security for all' residents on all public spaces and transportation modes 

• Institutional and operational changes for efficiency improvement 

· • Legislated requirements without the commensurate financing for implementation 

Countermeasures for some of these .are readily available~ but they also involve imple­
mentation hurdles. For example, in most cities the morning and ,.afternoon peaks cannot be 
accommodated by one work shift for drivers and train conductors. The requirement of two shifts 
and/or overtime is very costly. In 1978, the Seattle Metro successfully negotiated with the transit 
operators union to allow for part-time drivers to be assigned to special peak-period "trippers," 
thus obviating the need to pay them for 8 h [6.8]. By contrast, the public bus agency in Athens, 
Greece, proposed a split-shift arrangement that would necessitate a mandatory long break (off­
duty) period for a portion of the drivers, on a rotating basis. This proposal faced strong union 
opposition, and was not enacted. 

Services for the handicapped, the disabled, and the elderly are available, but they 
require a major financial commitment. The costs of services requiring transportation* vary 
with respect to densities (of people and activities), vertical buildup, and city size. There is 
a continuous debate regarding the size of the city at which the total cost of services per 
inhabitant is minimized. A unique answer to this issue is elusive, partly because of defini~ 
tion problems (i.e., decision makers tend to minimize public costs only, but the minimiza­
tion of both public and private costs results in better public welfare), as well as complex 
relationships among costs of services, densities, types of infrastructure, and so on [6.9]. 

The difficult choice for transportation investment is inrlirectly addressed in Chapter 11 on 
"Evaluation." It defines the goals, objectives, criteria, and measures as well as the base (effec­
tiveness or efficiency) for assisting the choice among transportation investment options. The 
remaining urban issues previously listed are largely outside the scope of this text. 

6.4.2 Traffic Congestion 

[Traffic jams].demonstrate that people by the hundreds of millions are getting tWo things 
they badlY want: a chance of a pro.~perous urban life rather than a pooter rural one, and 
a private car. For it is the combination of these two desifes that has made congestion so 
universal at the end of the 20th century. [The Economist, "A Survey of Corrunuting: To 
Travel Hopefully," p. 3, September 5, 1998.] 

Traffic congestion occurs on fixed capacityt road networks when traffic grows 
beyond about 90% of the capacity. As a result, the level of service, which 'is usually a 
measure of speed or delay, deteriorates to unacceptable levels (Fig. 6.4.!). The' capacity of 

*Essential services that require transportation include emergency medical services, street and highway 
maintenance, police, mail collection and delivery, fire protection, utility connections and repairs, snowp!owing, 
street cleaning, refuse collectio~ and disposal, school bus service,.and so on .. 

tFixed capacity actually varies primarily with respect to specific cross·· sections, but also time. The latter. 
affects lighting conditions as well as traffic composition (e'.g.,% heavy vehicles). Although a 3.5¥m wide freeway 
lane has a "fixed" capacity of 2200 vehfh, short~period capacity may exceed 2500 veh/h. As discussed in earlier 
chapters, capacity is affected by factors, such as alignment (e.g., grade and curvature), obstacles (e.g., shoulders 
and objects ?ausing lateral displacement), and weather and pavement conditions. 
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Traffic Congestion 
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congestion. 

the-roadway system to a large extent is determined by the trcnsportation system character­
istics and policies, such as geometry, signalization characteristics, and traffic management 
restrictions (i.e., high occupancy vehicle lanes, bus lanes, reversible lanes). To a lesser 
extent, roadway system capacity is determined by the driving habits of the population, the 
size and average_ acceleratiOn rate of vehicles, the weather conditions, and so forth. 

The growth of traffic is affected by four major factors: (1) the natural growth of the 
population, (2) locational patterns (i'.e., spatial·distribution of residence, work, shopping; 
and entertainment places),.(3) trimsportation characteristics and policies, and (4) transport 
behavior of individuals and househol(~S t!lanifested in their mode, departure time, and route 
choices. Furthermore, most of the factors affecting traffic growth are time-dependent. 

. The U.S. DOT measured several changes affecting travel that have occurred between 
1970and 1995[6.10]: ' 

• The national population grew by 29%. 

The metropolitan population grew by 49%. 

• The personal disposable income grew by s6.%' 
• The number of households grew by 56%. 

The number of workers grew by 59%. 

As a conseq'uence of these developments, during the same time span the number of 
automobiles and light trucks grew by 86%, and the amount of passenger-kin traveled grew 
by 49%, both of which accelerated congestion levels in metropolitan areas. Congestion also 
is compounded by the improper operation of traffic devices. For example, a 1994 General-­
Accounting Office report states that 90% of the signals 'in metropolitan areas were not func­
tioning at a minimum standard due to poor mainte~~mce [6.111: 
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The effects of traffic congestion are multiple; they include: . . 
1. Loss of productive time 

2. Loss of fuel 

3. Increases in pollutants (because of both the additional fuel burned and more toxic 
gases produced while internal combustion engines are in idle or in stop-and-go 
·traffic) 

4. Increases in the wear and tear of automobile engines 

5. High potential for (usually low impact) traffic accidents 

6. Slow and inefficient emergency response (Fig. 6.4.2) and delivery services 

7. Negative impact on people's psychological state, which may affect productivity at 
work and personal relationships 

The summation of all these effects yields a considerable loss for the society and the 
economy of an urban area. 

Figure 6.4.2 Medical and other emergency serviceS are del:iyed by traffic 
congestion. Pictured is an arpbulance making way orrthe 
Moanalua Freeway in Honolulu. 
(Photograph by P. D. Prevedouros.) 
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Several researcpers have tried various approximations, typically with the use of com­
posite indices, to assess the severity Of congestion or the difficulty of connecting produc­
tions and attractions (or.trip origins and destinations) in urban· areas. Samples from two 
noted studies are presented in Table 6.4.L The Wharton study measure [6.12] is based on 
the access time in minutes, whereas the TTl 'index [6.13] is an index that computes sys­
temwide congestion level on the basis of traffic volumes anq the proportion of daily volume 
occurring during the peak periods. The TTl index appears to be more appropriate for com­
parative analysi·s. Since the metrics are different,' the results of the two studies do not coin­
cide. For example, Houston seems to be having poor accessibility (rank 2), but its level of 
congestion is relatively moderate (rank 13). A more complete assessment of the methods 
and measures for assessing traffic congestion is available in NCHRP report 398 [6.14]. The 
report includes models for the macro level assessment of speeds and travel times on various 
types of highways, which are shown in Sections 4.5.5 and 4.7.5. 

Public transit' service and ridership are a perennial issue, particularly in the United 
States. Between 1985 and 1995 ridership on mass transit systems fell by 11%, mostly due to 
heavy ridership losses by bus systems [6.!0]. The same report shows that in the same time 
period metropolitan areas-with passenger rail systems increased from 14 to 22, and route 
kilometrage increased by 18%. Despite these additions, the average age of railcars increased 
from 12.3 to 19.8 years, which created more service, comfort, and reliability problems. 

congestion countermeasures are basically cla.ssified into supply and demand 
measures. Supply measures adt;l capacity to the system or make the system operate more 
efficiently. Their focus is the transportation system. Demand measures, on the other 

TABLE 6.4.1 Measures of Roadway Traffic Congestion and Accessibility for 
15 U.S. Cities 

Wharton accessibility TTl congestion index, 
City a meaSure, 1993 I994 

Measure Rank 1 Index Rank2 

I Atlanta 56.2 17 1.!8 10 
2 Boston 50.2 28 1.08 18 
3 Chicago 52.7 24 1.28 5 

';. 4 Denver 57.4 u· 1.07 I9 
5 Honolulu 46.4 39 1.!3 I2 
6 Houston 69.5 2 1.!2 13 
7 Los Angeles 62.5 6 !.52 I 
8 Miami 56.6 16 1.32 4 
9 New York City 55.2 18 Ll5 11 

10 Philadelphia 40.2 50 1.05 24 
11 San Francisco 42.5 46 1.33 3 
12 San Jose 35.9 54 1.06 21 

.J3 Seattle 44.5 45 1.26 6 
14 St. Loui$ · 59.4 10 0.98 30 
15 Washington, be 48.7 30 -1.43 2 

aSorted alphabetically~ higher rank means more congestion and more difficult aCcess, 

Note: Rank 1 ""' among the 60 largest MSAs; rank 2 =- among the 50 urban areas. 

Source: Refs. [6.2, 6.13]. 
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hand, focus onmotorlstsandtravelers a11d attempt to modify their trip-making behavior. 
In either case actions that affect either supply or demand tend to influence both. This is 
because the interaction of supply acyd demand results in a new equilibrium between 
.them. An additional, longer-term tool for action against traffic problems is land-use 
planning and' policy. It.has the potential(!) to control the number and growth of major 
traffic generators along congested corridors, (2) to establish sensibleallocations of land 
for future development given present constraints and expansion plans for the trans­
portation network, and (3) to enforce balanced employment and residential develop­
ment, thus reducing long home-to-work trips [6.15]. Known as growth management, 
these land-use.decisions are often difficult to implement as they affect control of private 
ownership rights. Several rapidly growing states, including California and Florida, have 
enacted legislation to empower such actions. 

No single measure can "solve" traffic congestion problems. A combination of meas­
ures typically helps to stabilize delays for several years. Large improvements have been 
realiZed but they are confined to small network sections or narrow corridors rather than to 
entire regions. Before presenting supply and demand measures, two unconventional views 
of -~ongestion should be mentioned. One suggests that traffic congestion is a positive 
measure of urban vitality. Prosperous regions have traffic congestion, whereas decaying 
urban regions do not. The other view is that congestion is a self-limiting problem. In other 
words, if congestion is left uncontrolled, at worst, the roads will be congested during the 
better part of the day. Because of this, people "naturally" will change modes, cancel trips, 
schedule activities differently, or relocate to neighborhoods closer to work, schools, and 
shops, or to other cities altogether, to cope with the situation. 

6.4.2.1 Supply Strategies 

Supply strategies for resolving congestion include the development of new or expanded 
infrastructure, small-scale infrastructure efficiency improvements. All actions in this cate­
gory supply capacity so that demand is better satisfied and delays and queuing are lessened. 

Major infrastructure improvements include ciyil projects. such as new freeways 
(Fig. 6.4.3), transit lines, ferry boat docks, and so on. They also include large-scale mod­
ifications, such as lengthy road widening, bridge replacements, permanent freeway lane 
conversions, technology conversions (e.g., a new rail technology, a modernized bus fleet, 
and intelligent transportation systems.) 

Small-scale capacity and efficiency improvements fall under the classification of 
transportation system management (TSM), which was a 1976 Urban Mass Transportation 
Administration (now Federal Transit Administration, FTA) requirement for metropolitan 
planning organizations (MPO). They include all types of small infrastructural and opera­
tional improvements.,Exarnples include bottleneck elimination through channelization and 
spot-widening, signal system upgrades and coordination, freeway ramp metering and. high 
occupancy vehicle (HOV) ramp-metering bypasses, contratlow with coning and/or over­
head signals (Fig. 6.4.4) and other lane management schemes such as the concrete/movable 
barrier systems in Boston, Dallas, Honolulu, and the Golden Gate Bridge in San Francisco. 

' . TSM also applies to transit systems and involves equipment upgrades, scheduling and dis-
patching improvements, route evaluation, and improvement, including the relocation of bus 
stops. Demand-responsive public transp011ation is a nonscheduled passenger service aimed 

. at helping people with mobility problems or serving low-density locations where regular 
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Figure 6.4.3 New roadways and freeway interchanges such as this one in Houston, 
Texas are a traditional strategy for congestion relief. 
(FHWA, Our Na#on 's Highways.) 

Figure 6.4.4 Contraflow operations are 
common on many busy 
bridges worldwide. Sydney's 
Harbor Bridge is pictured: .. 
(Photograph by 
P. D. Prevedouros.) 
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public transportation would-be wasteful.and less attractive to the public (i.e., fixed route 
stops may be too far from residences): . 

6.4.2.2 De.inand Strategi~s ·. · 

Demand ~trategies for resolVing congestion· include_.co~gestion_ p~ic~ng, parking pricing, 
restljctions on vehicle ownership and, use, and other incentive and disincentive policies. All 
actions in this category aim to modify travel habits _so that travel demand is lessened or 
switched to other modes, other times, or other locations that have more capacity to accom­
modate it. ' 

Congestion pricing is the imposition of a direct charge on motorists for the true cost 
of their trip (as a function of both infrastructure cost and, importantly, congestion and envi­
ronmental consequences). It is based on the peak-period pricing principle that has seen 
widespread use in the airline, vacation, restaurant, and utility (telephone and electricity) 
industries. It has been estimated that in the United States "optimal" congestion pricing for 
congested freeways was lOto 20¢ per vehicle-km. in mid-1990s prices, and twice as high 
for congested arterials [6.16]. Congestion pricing can: 

1. Divert travelers to other modes of travel (transit, car pools, taxis) 

2. Cause the cancellation of nonessential trips during peak periods and change the 
departure time or route of vehicular trips 

3. Collect sufficient funds for major upgrades of highways 

4. Cross-subsidize public traasportation modes 

Parking pricing and availability restrictions also discourage the use of private vehi­
cles to specific areas. Capacity restrictions that are grossly disproportional to demand (as 
in many old European cities), however, may cause congestion due to excessive circulation 
in search of an empty parking stall. Another option, employee parking cash-out, was man­
dated by California's legislature in 1993 in an effort to combat congestion and pervasive air 
quality problems by providing a cash amount in lieu of a parking space. Statute 43845 reads 
as follows: 

• In any designated nonattainment area, each employer of 50 persons or more who pro­
vides a parking subsidy to employees, shall offer a parking cash-out program. 

• Parking cash-out means an employer-funded program under which an employer 
offers to provide a cash allowance to an employee equivalent to the parking subsidy 
that the employer would otherwise pay to provide the employee with a parking space. 

• A parking cash-out program may include a requirement that participants will comply 
with guidelines designed to avoid neighborhood parking problems. 

Vehicle ownership and use policies include ownership restrictions in the form of heavy 
import duties (e.g., China, Israel) or a separate licensing requirement (e.g., Singapore, 
specific areas in,Japan). Heavy annual fees, strict periodic inspections, and expensive fuel 
prices (see Table 5,4,3 for a comparison among countries) also act as restraints 'to private. 
Vehicle acquisition and use. Car-producing countries usually impose fewer and less stringent 
restrictions to automobile acquisition and use. 
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Telecommuting [6.17] is an attempt to r~duce congestion by providing satellite 
offices for neighboring employees who transnrit their work to the central offices. In this way 
long commutes to the central location are replaced by telecommuting connections. In other 
words telecommuting provides office ·space insteadof road space. Telecommuting also 
includes work at home for. professions whose product of work is transmittable through elec­
troniC devices (i.e., writ-r;rs., reporters, engiileers, designers, data or orders proc-essing per-
sonnel, help/technical assistance, etc:). · 

Other incentive and disincentive policies usually fall under the classification of trans­
portation demand management (TDM), which became a requirement for MPOs in 1982. 
They include incentives in the form ofTSM actions (e.g., implementation ofbus and HOV 
lanes), as well as transit and pedestrian malls with restricted access to all or to single­
occupant private vehicles. Other TDM measures include free or reduced tolls for car pools 
and vanpools, preferential and/or cheaper parking for car pools and vanpools, guaranteed­
ride-home provisions, flextime or staggered work hours, employee parking cash-out, 
restricted area access through cordoning and pernritting by licensing (e.g., Singapore) or 
even/odd vehicle license number scheme (e.g., cities in Brazil, Greece, Italy). HOT lanes 
(HOY/Toll lanes) are free for vehicles with a minimum of three occupants and available to 
vehicles with fewer than three occupants at a cost (toll). HOT lanes are intended to bridge 
the gap between over- and underutilized HOV lanes [6.18]. 

The 1991 Intem1odal Surface Transportation Efficiency Act mandated the enactment 
of congestion management systems (CMS) by all state DOTs. Work plans were finalized 
by 1994 and most state DOTs are working on their CMS. The surface transportation man­
agement process includes nine major steps [6.11], which should be followed in a "round­
robin" fashion continuously over time: 

l. Monitoring 

2. Performance evaluation 
3. Identification of improvement strategies 
4. Evaluation of strategies 

5. Prioritization 

6. Programming and funding 

7. bnplementation 

8. Operation 

9. Maintenance 

In 1998 the Transportation Efficiency Act for the twenty-first century (TEA-21) 
extended the CMS requirement for another 6 years. 

Intelligent transportation systems (ITS) provide tools for implementation of both· 
supply and demand congestion countermeasures. Supply type ITS tools include early inci­
dent detection and resolution, optimized signal operation based on real-time demand, 
freeway management with ramp metering, accident avoidance with variable message signs 
warning ofupconring conditions (e.g., congestion, fog, etc.), and bus system coordination. 
Demand-type ITS tools include the provision of real-time traffic congestion information at 
various ~laces (e.g., home, work, at the shopping center, etc.) for informed travel decisions. 

I 
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Car travelers with.s~medegree of flexibility may postpone a trip, delay it, or make it in a 
different mode, if the roadways are congested. Also, in-vehicle devices may switch demand 
from a congested route to an alternate route, thereby improving the performance of the 
entire corridor system. ITS applications are covered in the next section. 

6.5 INTElliGENT TRANSPORTATION SYSTEMS 

In 150 years information technology progressed from the transmission of a few bytes per 
second to the transmission of billions of bytes per second. Much of this progress has 
occurred in the last 20 years, as shown in Table 6.5.1 [6.19]. 

Some hoped that the progress in telecommunications would lessen the need for trans­
portation, particularly for business travel and business document shipping. This did not 
occur. Data from the United States and France (which was the pioneer in card-phones and 
advanced communications via regular phones, e.g., teleshopping) indicate that both trans-­
portation and communications grew at similar rates throughout the 1990s. This suggests the 
presence of latent demand for human interaction in the form of combined corrimunication 
and transportation rather than mere substitution of communications for transportation 
[6.10]. This phenomenon also was true earlier in the twentieth century when the telephone 
was ftrst introduced. 

The dramatic increase in performance and the almost as dramatic reduction in real 
costs of both computing and communications technologies have. enabled engineers to 
address, among other things, traffic congestion problems and to make transportation oper­
ations more efficient. Tradil:i"onal objective·~·i.'iaVe not change'd, but information technologies 
(IT) offer new ways for achieving them. For example, cities like Austin, TX optimized 
emergency vehicle location and routing in the early 1980s [6.20]. Technology now permits 
this to be done in real time and with full consideration of existing traffic conditions [6.21]. 

Data transmission for the transfer of information and the communication links 
among pieces of equipment are key to ITS. At the end of the twentieth century a lot could 
be accomplished through telephone lines. For example, the i"'egrated services digital net­
work, ISDN, is a telephone service that is able to transmit voice, video, data, and text as 
well as other supplementary services. The basic ISDN transmission rate of 160 kilobytes per 

TABLE 6.5.1 Timeline of the Evolution in Communications 

Year Development 

1847 Telegraph 
1877 Telephone 
1920 SOund 
1930 Telex, fax, TV 
1960 Hi-fi stereo, color TV, mobile telephone 
1975 Medium speed data transmission, paging 
1984 High-speed data transmission, telemetry, computer networks, video-conferencing 
2000 Wide-band data transmission, high definition TV, voice-activated controls, ... 
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TABLE 6.5.2 ·Sample Properties of' Selected Telecommunications Technologies 

Technology 

TWisted wire pair . 
Fiber optics 
CATV 
Radio networks 
Terrestrial micfowave 

Source: Ref. {6.221 

Medium transfer · 

Copper wire 
Glass or plastic fibers 
Coaxial cable 
Atmosphere 
Atmosphere 

Rateichannel 

1.2 to 3.1 Kbps 
Up to 2.4 Gbps 

_Up to 7.5 Mbps 
9.6 Kbps 
Up to 7.5 Mbps 

Information types 

Data, voice, slow scan TV 
Data, voice, slow scan TV 
Data, voice, analog TV 
Data 
Data, voice, analog TV 

second (Kb/s) is 50 to 100 times faster than a regular telephone transmission and makes 
video-conferencing and telecommuting possible. Table 6.5.2 shows a few key characteris­
tics of the most common telecommunications technologies. 

Elements of what came to be known as ITS had been incrementally deployed in 
many localities over the years, particularly during the 1980s and 1990s. Among these 
were actuated signal controls and supporting components (see Sections 4.6 and 6.5.4). 
Despite the established functionality of such elements, some contended that ITS and its 
precursor, intelligent vehicle-highway systems or IVHS, came about as "a solution 
looking for a problem." Such objections notwithstanding, beginning in 1993 the U.S. 
DOT invested heavily in an elaborate effort to establish a national ITS architecture and 
to adopt a set of ITS communication standards in order to provide a systematic frame­
work for planning, defining, and integrating ITS implementations at the regional level 
and to ensure that travelers are presented with consistent user interfaces across the 
nation [6.23]. 

This effort began with the identification of the required user services that were to be 
supported by ITS serving transportation users ranging from pedestrians and bicyclists to 
large trucking companies and airport operators. User services were then grouped into a set 
of subsystems constituting· the physical architecture that defined the interfaces between 
physical entities in terms of three layers: The communications layer addressed the methods 
of transferring information between subsystems; the transportation layer that defined the 
type of information transferred by each subsystem; and the institutional layer that defined 
the necessary supporting institutional structure and policy. Each subsystem of the physical 
architecture was decomposed into the set of functions it needed to perform. Some of these 
functions were found to be required by more than one subsystem, and this knowledge could 
aid in the avoidance of unnecessary duplication when designing a regional subsystem. Thus 
at progressively lower levels of detail, lied the multilayered logical architecture, the pur­
pose of which was to identify the specific functions to be performed and the data flows 
between these functions. 

With ITS came a proliferation of new acronyms to describe components and 
processes. Some of the most common ITS and other relevant transportation abbreviations 
are shown in Table 6.5.3 for quick reference. The problem with. these abbreviations is that 
several are not unique. For example, CMS may mean changeable message sign or conges­
tion management system. In such cases the applicable term is spelled out in this text to avoid 
misunderstandings. 
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TABLE 6.5.3 

AHS 
APTS 
ATIS 
ATMS. 
AVL 
CCTV 
CVO 
DAB 
DSRC 
EMS 
ERP 
ETC 
GIS 
GPS 
GPWS 
GSM 
HAR 
ICC 
ITS 
IVRG 
RDS 
SCATS 
SCOOT 
TCC 
TMC 
UTC 
VMS 
WIM 
www 

Common Abbreviations 

Automated.highWay system 
Advar1Ce'd public trans.p6rtation services 

Advanced·traveler information services 
Advanced· traffic management services 
Automatic vehicle location 
CloSed circuit television 
Commercial vehicle operations 
Digital audio broadcasting 
Dedicated short-range communications 
Emergency medical service 
Electronic road pricing 
Electronic toll control 
Geographic information system 
Global positioning system 
Ground-proximity warning system (aviation) 
Global system for mobile communications 
Highway advisory radio 
Intelligent cruise control (also, ACC = adaptive) 
Intelligent transportation systems 
In-vehicle route guidance 
Radio data system (an FM subcarrier) 
Sydney coordinated adaptive traffic system 
Split~cycle~offset optimization toO! 
Trafftc control center 
Traffic management center, also traffic message channel (RDS-TMC) 
Urban traffic control (traffic signal system) 
Variable message sign (~lso CMS = cb<iqgeable and DMS =dynamic) 
Weigh-in motion 
Worldwide web (part of the Internet) 
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The presentation in this section includes the following main components: user serv­
ices, ITS architecture componenis and standards, ITS in Europe and Japan, and mature 
~pplications. The latter include detectors, traffic signal systems, freeway management, elec­
tronic road pricing, and automiJ.tic vehiCle classification. ITS safety, environment, and lia­
bility issues also are disCussed in brief. 

6.5.1 User Services 

In order to systematically design advanced technologies in the field of trimsportation and to 
reap benefits for travelers and goods, a set of 30 user services have been defined.* Each user 
service is composed of a set of hierarchically arranged user service requirements. Depending 
on their basic objectives, user services have been grouped into six bundles. Tables 6.5.4(a) 
and (b) show the six groupings of the 30 user services and sample applications for each user 

*More user sefvices are likely to be developed. Specifically a 31st user service, the Archived D~ta User 
Service (ADUS) is designed to fulfill the need for an historical data archive. ADUS requires ITS~related systems 
to haye the capability to receive, collect, and archive ITS~ generated operational data for historical, secondary, and 
non~real~time uses. For example, traffic control data can be ar,plied in tra'nsportation administration, polic)', safety, 
planning, operations, and research. Other user services under discussion before the turn of the century were-mul­
tijurisdictional emergency management, weather data sharing, and intennodal freight logistics. 



Explanation 

Provides pretrip information on traffic and transit LOS so travelers can decide 
on their travel (route, mode, time-of-day, or trip cancellation). 
Provides-dOVefs infOririati.OO aOOut tr3.ffiC COndiikins, incidents, construCtion, 
weather conditions, hazardous road conditions, and safe speeds while enroute. 
This information allows midtravel changes. 

Provides travelers with instructions on how to reach their destinations. 
Identifies a preferred route to a destination. Public transit guidance could be 
determined from bus schedules or real-ti.me information through AVL. 

Saritple elements 

At home/work inform.atiol'l outlets: Internet, 
kiosks, telephone,_etc. 
VMS, radio, HAR. pagers, mobile telephO,ne, 
in-vehicle navigational systems 

IVRG, AVL, GIS maps, real-time traffic reports 

-------- Provides convenient ride-matching information and reservations to At home/work inf~rmation outlets: Internet, 

potential users. _. . kiosks, telephone, etc. · 

Provides information on the locatiOn, o~rating hours, and availability Internet, kiosks, interactive telephone, 
of food, parking, auto repair shops, hospit8ls, police facilities, and television, IVRG ' 
~other modes of transport from home, work, shopping centers, airports, etc. 

Provides for the integration and control of freeway and surface street systems 
to improve the flow of traffic, to improve safety for vehicular and non vehicular 
travelers, to give preference to transii/HOV. 

Provides technologies integrated into traffic surveillance systems toreduce 
incident-induced congestion by improving authorities' ability to detect and 
clear incidents. 

Provides strategies promoting increased use ~f HOV and public transit. Calls 
for the development of supportive regulatioris and policies. 

Provides infonnation f()_qnonitoring air quality and develops ai~ quality 
improvementstrategies. Advanced vehicle emissions testing systems detennine 

when the quality of air approaches critical levels. 
Provides advanced warning to drivers and by implementing improved crossing 
control and warning devices for at-g_rade crossing sites. 

Provides real-time (schedule adherence) and facility (passenger 
loading, running times. mileage) infonnation to automate operations 

----:-------'""=dctocassist in the pl~trming and management of public transit services. 

Provides real-time information to public transit users relating to 
sche~ulc_ changes, delays, and others at key transfer locations. 

Provides on-demand routing to pick up passengers and to deliver 
them to their destinations by implementing advanced technologies for 
dispatching and routing the vehicles. Fleet may include courtesy vans, 
taxicabs, etc. 

frovides a more secure environment for public transportation patrons 
and operators by monitoring transit stations, bus stops, parking lots, 
and on-board vehicles with sc-.::urity cameras. 

Provides automated means for paying for transportation services. 
Smart-cards. etc. can be used to increase the efficiency of toll payments, 
public transit fares, and parking services (prepayment or postbilling). 

UTC. ramp-metering, signal preemption 

Surveillance, aUtOmatic incident detection; 
highway patrol 

Variable work h~rs. compreSsed' wo;k;eeks, 
telecommuting. congeStion prjcing, parking feeS 

Remote sensing of vehicle emissions; 
integration with UTC 

rVRd, Ri>s-TMC; Icc 

A VL, computer-aided dispatching 

Automatic on-board and ~t-station VMS or 
audio announcemenl-. 

A VL, computer-aid"ed dispatching 

Automated alanns, CCTV, police 

ETC, smart-card 
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TABlE 6.5.4{b) User Services {18 to 30) 

-Bundle 

4.0 Commercial 
vehicle operations 

5.0 Emergency 
manago:ment 

6.0 Vehidc control 
and safety systems 

User services 

4.1 Commercial vehicle 
electronic clearance 

4.2 Automated roadside 
~afety inspection 

4.3 On-board safety 
monitoring 

4.4 Commercia! vehicle 
administrat~on processes 

4.5 Hazardous materials 
incident response 

4.6 Commercial fleet 
management 

S.l Emergency notification 
and personal security 

5.2 Emergency vehi.:;le 
management 

6.1 Longi;ndinal collision 
avoidance 

6.2 Lateral collisior. 
avoidance --------

6.3 Intersection colli~ion 
avoidance 

Explanation Sample elements 

Provides automated inspection/weigh facilities for commercial vehicles at check A VL. transponders. GPS 
points and border crossing without delay, after inspecting their safety status. 
credentials, and weight to be within acceptable limits. 

Provides real-time access to commercial vehicle safety performance record~ 
(including previous problems) and minimizes the time required for roadside 
inspections. 

Provide.s monitoring systems that sense the safety status of a commercial vehicle 
and responds/reports them at mainline speeds (e.g., warning systems for the 
driver, the carrier, and/or enforcement officials.) 

Provide for the auto'llatic collection and recording of travel distance, fuel 
purchased, and trip and vehicle data. Reduces preparation effort for fuel tax and 
registration reports for affected jurisdictions. 

Provides an immediate description of the hazardous material to the emergency 
responders in the event of an incident involving a vehicle transporting hazardous 
materials. 

PrOvides commercial drivers and dispatchers with real-time routing infonnation 
in response to congestion or incidents. 

Provides immediate notification of an incident and a request for assistance. 
Notice may be given manually or automatically. Automatic notification sends 
information on crash location, nature, and severity. 

A VL. transponder.;, vehk·le condition inspectors 

A VL. transponders. vehicle and driver conditiOn 
inspectors 

A VL. enhanced trip computers 

Automatic emergency notification 

CB radio, pagers, mobile telephones: in-vehicle 
displays of dispatch cen_ter information 

AVL, "mayday" function (on mobile phones or 
dynamic IVRG),crash/disablement sensors 

Provides fleet management, route guidance, and signal priority to reduce the time A VL. IVRG, computer·assisted dispatch 
it takes emergency vehicles to respond to an incident after its detection. 

Provides technology for preventing rear-end vehicle collisions. 

Provides crash warning and controls for potential lateral collisions between two 
vehicles in adjacent lanes or between a vehicle and obstacle(s). 

Provides a warning for impending collisions when- approaching a signalized 
intersection. Also provides a warning when the right-of·way at the intersection is 
ambiguous. 

Radar, ABS 

Radar, warning sy!\tcms 

Yehicle.to-roadside communications. enhanced 
traffic control with trajectory foreca~ts 

6.4 Vision enhancement for .-Provides a warning for potential upstream collisions with other vehicles or Infrared (or other) in·vehicle forward-looking 
~;_:::qJ-, avc;ctance obstacles in the roadway which are not yet visible to the driver. sensor. "night-vision" head~up display 

6.5 Safely readiness Provides unobtmsivc monitors which warn if the driver is becoming drowsy or Same as user service 4.3; this one tailored to 

6.6 Precrash restraint 
deployment 

6.7 Automated Vehicle 
operations 

inattentive. Monitors the vehicle; alerts the driver to impending malfunctions noncommercial_yehicles 
(some cars already have sophisticated systems checks). 

Provides advance responses to an impending collision, such as tightening safety 
belts, deploying air bags optimally, etc., based on the velocity, mass, and 
trajectories and occupant characteristics . 

Provides a system for automated vehic-le operations where vehicles are guided 
along a roadway without driver assistance. 

Computerized in-vehicle safety devices (several 
are in the marketplace) 

Visual lane keeping, high-speed off.ramps, 
radar, ICC 
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TABLE 6.5.4(c) User Service Requirements 

Service bundle 

User service 

1st -.level requ'ir:ements 

2nd-Jevel requirements 

1.0 , Travt~l and traffic management 

1.1 Pretrip, travel information 

1.6 Traffic control 

1. JO Highway-rail intersection 

1.6.2 Traffic control shall include a traffic surveillance function. 

1.6.2.2 ilft-.affk surveillance shall include a data c-oll£ct function to 
provide the capability to collect data that are needed for 

determining traffic flow and prediction. 

service [6.23]. Table 6.5.4(c) illustrates the decomposition of user service 1.0 into a hier­
archy of requirements. 

Not all user services are mutually exclusive. Several share common subobjectives and 
many share the same info.r:rnation infrastructure. Some may be inexpensive to implement 
(e.g., a phone and computer-based ride-matching oervice) and others may be very complex 
and expensive (e.g., intersection colJision avoidance). 

Currently one of _the most accessible outcomes of ITS user services are Internet traffic 
reports. Visual information (traffic camera image capture, color-coded traffic conditions or live 
video) is typically received pretrip at home or at work enabling a wiser choice of mode and 
time of departure, even trip cancellation. However, conditions at the site of the surveillanCe 
camera may- be much different when the traveler arrives there, which may undennine the 

. validity of such services [6.24]. This issue may be partly resolved with color-coded congestion 
maps depicting near-future traffic conditions from traffic forecasting algorithms and origin­
destination information received from vehicles with dynamic route guidance equipment. 

Real-time route guidance [6.25] involves the keying-in of origin and destination 
points by the motorists on the in-vehicle guidance equiPment (e.g., miniature display ter­
minal as in Fig. 6.5.1. processor. and keypad). Essential components of route guidance are 
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Flgq.re 6.S.t Ex~ple of dashboard layout induding route guidance devices. 
(From '{R News, No. 152, Transportation Research Board, National 
Research·Council, Washington, D.C., 1991.) 
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the automatic vehicle identification and the communication of the in-vehicle guidance unit 
with a central computer that oversees the road network operations and advises individual 
motorists (through the in-vehicle equipment) or groups of motorists (with variable message 
signs). Navigation capabilities are based on GPS, geolocation or dead-reckoning applied to 
digital road maps stored on CD-ROMs for use by the in-vehicle processor. Navigation sug­
gests the shortest path between two points with respect to distance, whereas dynamic route 
guidance uses information from the central computer to suggest the shortest path in terms 
of travel time. 

Many user services depend on specific standards for successful countrywide deploy­
ment. The FHWA and ITS America support the approval of75 MHz of spectrum in the 5.8 GHz 
band for dedicated short-range communications (DSRC), which are essential for many ITS 
services. Europe adopted this band as its standard in the mid-1990s. Eight channels of 6 Hz 
each have been defined in the ITS-America!FHWA specifications, as follows: 

Channel 

l, 2 
3,4 

5 
6 
7, 8 

In-vehicle advisories arid intersection applications (e.g., preemption, collision avoidance) 
Commercial vehicle operations on public facilities, including electronic clearance (border 
crossings, remote .sensing for vehicle inspection, WIM) 
Roadsidt:;-vehicle interrogation for tolling and access purposes 
Automated highway system 
COmmercial vehicle operations on private facilities 
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TABLJ:-:6.5.5 .Present and Future LeVe_ls_ot Orive1 Assistance 

: Le:vel of assiStance _ 

Situation anal}'.sis 
Situation -assessrnerit 

·Action-selection 
Action suppOrt 
Responsibility 

Soun:e:· Ref.. [6.26] 
i 

Type of service 

· :r'raffic infonnatioit (e.g., VMS; Rl)S) 
· Waniings (similar to aviation's GPWS) 
Navigation (route guidance) 
Partial vehicle beading control-(e,~_'ICC) 
Autcmated driving (e.g., AHS} · 

'TABLE.6.5.6 · VMS Character Legibility; Ouratjon (s.).of VMS in View 

Chap.6 

-. Size.and distance-conditions . Speed ~ 60 l<:in/h .. Spee<l ~ 100 kmlh 

Character,height = :10-cm 
and 
Legibility-distance .:::;z,,·6Qffi 

Character,h~ight = ·25-cm 
aild 
Legibility distance = 150 m 

Source: Ref. [6.271 

2.1 

9.0 5.4 

Certainly the most futuristic user service is the AHS. or user service No. 6.7 in 
Table 6.5.4(b). Based on Table 6.5.5, all five levels of driver assistance are currently 
available in terms of technology. Several components of AHS are already in the mar­
ketplace and large-scale experiments have been conducted in California and in GM's 
labs. Technological and liability issues may push implementation of AHS well into the 
twenty-first century. · 

On the other hand, ITS issues can be simple and similar in nature with standard 
highway design applications, such as the example on VMS character legibility shown in 
Table 6.5.6. 

6.5.2 Architecture Components and Standards 

The user services presented earlier describe detailed ways in which ITS can serve and 
improve transportation systems. To accomplish this in an efficient way, an architecture is 
necessary to define the role and interoperability of components. Electronic circuitry, data 
compatibility (e.g .. digital versus analog signals), and data transfer protocol issues are well 
outside the scope of this text. Simply put, ITS compatibility should be much like the com­
patibility of expansion cards and peripherals for personal computers, or common video and 
sound .systems in the marketplace that enable the purchase of components with different 
function·s and from different manufacturers to create a well-integrated computer or a home 
entertainment system, respectively. In addition to compatibility and interoperability issues, 
architecture addresses the functional elements of ITS, which are discussed next. 

A simple architecture is presented in Fig. 6.5.2. It shows that ITS serves specific 
transportation objectives (which have been used to form user services) and through data 

' 



Transportation Objectives ITS Interface 

. 

I SYSTEM SYSTEM DATA l o~:!4k I· MANAGEMENT 
------- COLLECTION l l 

I I 
REQUESTS 

MAP·BASED 
[ __ TRAFF1~ . ·drivers (private vehicles) tiiSPLAYS 

-c DEMAND l INTERNAL ·drivers (bus. taxi. truck) 

SYSTEM DATA SERVICES - p'assengefll (tni, transit) TEXTUAL _ 

L PARKlNG l -UTC • volume speed, occupancy -V!WV' request_~ INFORMATION 

-CCIV - image (photo, video) 
(data conversion. fusion. 

- phone requests 
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Figure 6.5.2 Abstract ITS architecture. 

i 
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collection and internal data manipUlation produce a tiumber of products, the aim of which 
Is ·the improvef!lent of existing transportation se~ices. An ITS is a system of many com­
ponents, such as the traffic signal system{UTC), freeway ramp control, surveillance, computer­
aided public trimsit dispatch, and soon. These systems produce visual and (mostly) 
numerical informatiOn. All these data fonn the backbone·for the provis.ion of user services. 
Most of these data need to be process~d to become useful information for travelers and 
other users. Other data are direct replies to user requests (e.g., graphic display to the request 
"plot all No. 23 buses en route that are 5 + min behind schedule.") 

Figure 6.5.2 lists a subset of products that ITS can produce. All of them are designed 
to satisfy specific user service requirements. Less obvious but essential ITS activities are 
the integration of ITS components, such as the combination of freeway and arterial traffic 
data that a1so are likely to be under different authorities and/or jurisdictions and the repet­
itive system checks, which detect the condition of system components and safeguard the 
integrity of the system, its data, and its products. 

The major components of the U.S. national ITS physical architecture are depicted in 
Fig. 6.5.3. It recognizes four fundamental subsystems for travelers, vehicles, management 
centers, and roadside equipment. Each subsystem includes major components, several of 
which provide numerous functions (logical architecture). The figure shows four important 
functions provided by the traffic management component that (1) manages incidents, 
(2) provides traffic surveillance, (3) provides device control, and (4) is responsible for the 
overall management of travel demand. At lower levels these functions are further decom­
posed and the types of data that flow between them are explicitly described. 

As mentioned in the introduction, a key property of!TS is communications. Figure 6.5.3 
shows that four major types of communications are recogniZed: vehicle-to-vehicle, wide area 
wireless communications, wire-line communications, and short-range wireless communica­
tions. All subsystems require interfaces for communication and interoperability, Both interface 
devices and communications need to operate under specific standards that will make them 
widely compatible. 

In parallel to the development of a national ITS architecture and in cooperation with 
standards development organizations a major effort has been launched to establish open 
standards (i.e., freely available) to support the interfaces between architectural subsystems. 
Each set consists of three types of standards: data element (D) standards in the form of data 
dictionaries (e.g., the traffic management data dictionary or TMDD), message sets (M), and 
communicatiolhi"profiles (C), For example, the National Transportation Communications 
for ITS Protocol (NTCIP) falls under the auspices of a joint AASHTO, ITE, and NEMA 
committee and represents a family of standards of all three types (D, M, C.) The Institute 
of Electrical and Electronic Engineers (IEEE) plays the lead role in the development of 
message sets for DSRC, AVI, and incident management, whereas the Society of Automo­
tive Engineers (SAE) is concerned with the standard traveler information dictionary and' 
message set and the vehicle location referencing specification among other standards. Also 
involved in the setting of ITS standards are.the Society for Testing and Materials (ASTM) 
and the American National Standards Institute (ANSI.) 

ITS are typically deployedat a local or regional leveL As such, the decision as to what 
center subsystems, center subsystem functions, roadside equipment, and types of vehicles 
served require institutional coordination. One municipalitY may focus on freeWay manage­
ment, another on public transit management, and so forth. Large cities and metropolitan 
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Communications . & 
Subsystem Interlaces 

Require 
STANDARDS 

Figure 6.5~ Major components of the U.S. national ITS architecture. 
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regions tend to proceed with a multicomponent approach. Based on this reality, U.S. 
deployment of ITS can be classed into four broad categories [6.10]: ATMS, ATIS, APTS, 
andCVO. 

ATMS or advanced traffic management systems, such as freeway management, urban traffic 
control (UTP)/signal systems, incident management, and the like. A majpr large-scale 
deployment of ATMS.occurred in Atlanta, GA during the 1996 summer Olympics. Major 
foci were inciq.ent management and signa] control. Incidents were detected in less than a 
minute, whereas most of them would have taken 5 to 10 min to detect without ATMS. 

ATIS or advanced traveler information systems, such as traffic conditions on roadside vari­
able message signs and traffic reports at information kiosks, on the Internet, through inter, 
active TV, and so on. 

APTS or advanced public transit systems, such as the GPS-based automated vehicle loca­
tion (AVL) systems, which along with computer-aided dispatching (CAD) improve 
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Figure 6.5.4 Weights per axle derived in 
MiiUlesota's Guidestar ITS 
progmm. 

schedule adherence, lessen the "bus bunching" problem, and feed useful information to 
public transit ATIS systems. Kansas City reported real savings of $1.5 million in rolling 
stock acquisition as weU as an annual $0.4 million in operating expenses due to the pur­
chase and operation of a $2.3 million AVUCAD system [6.28]. Furthermore, the Minnesota 
Travlink project, which includes bnth CAD and AVL as weU as information signs, kiosks, 
and on"line information for home or office access via a modem link, reported a 6% rider­
ship increase among Travlink users compared with the control group members who had no 
access to Travlink [6.28]. 

CVO or commercial vehicle operations focus on automated fleet management. In many 
respects the systems are similar to AVUCAD for buses, but include additional features, 
such as speed monitoring, driver duty cycles monitoring, and electronic clearance at weight 
stations (Fig. 6.5.4) and borders. 

ITS implementations usually begin with a modular system, which becomes progres­
sively more integrated to take advantage of efficiencies gained by centralized processing. 
Systems expand in terms of geographic coverage, types of!TS equipment, and user service 
coverage. The majority of large ITS systems are centralized but allow for distributed func­
tions. Multiple sources credit good agency coordination as the most important aspect of 
successful ITS deployments. Good coordination in management and data sharing improves 
efficiency and th<; public outlook of the agencies involved. 

6.5.3 ITS in Europe and Japan 

European ITS applications since the late 1980s have quantified a number of benefits, some" 
of which are listed below. (These statistics should be viewed cautiously due to the small 
scale and site-specific scope of some of the projects.) 

• 30% accident reduction with VMS showing traffic and weather information (85% .on 
foggy days), and 10% C02 emission reduction through delay reduction 

• 25% trilVel-tiine reduction for all urban travelers when traffic management, public 
transit priority, and real-time traveler information ar~ offered in combination 

• 41% fewer crashes due to driver monitoring systems in commercial vehicles 
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• 41% increase to mean motorway speeds due to monitoring strategies (automatic 
speed control) 

• 12% improvementin crash survival rates due to GPS and mobile phone EMS noti- -
fication 

Based on these prontising early assessments, the European Union's Council of Min­
isters made ITS an ,integral part of the overall European transportation infrastructure. 
Europe's ITS architecture aims to integrate urban ITS with rail transportation, such as the 
European rail traffic management system (ERTMS), commercial aviation, such as the 
global navigation satellite system (GNSS), as well as water transportation, such as the inte­
grated vessel traffic management and information systems (VTM!S) [6.29]. Five priority 
areas have been identified: 

• Traveler information services 
• Automated fee collection 

• Transport data exchange and management 

• Human machine interface 
• Systems architecture 

Institutionally, the European approach is more top-down compared with the U.S. 
approach. This is necessitated by the multitude of peoples, cultures, technologies, and level 
of development in each country. For example, in traveler services major emphasis is given 
to symbolic icon-based instructions that are understandable to the citizens of any country. 

·This requires considerable interaction among traveler services, route guidance, and human 
machine interfacing. Also, toute guidance CD-ROMs typically include libraries that permit 
them to display the stored information in several languages. 

Results from several large-scale projects in Europe are available, particularly from 
traveler information and public transportation applications. Traveler information services 
are focused chiefly on RDS-TMC, lVRG, and parking guidance. Public transit ITS also 
have multiple foci; two prontinent ones are passenger information and automatic fare pay­
ment using smart-cards. Highlights of ITS deployments in Europe on these subjects are 
summarized next. 

RDS-TMC findings of six projects in E).lrope [6.30] are: 

• 70% were satisfied with the service. 

• 70% used the service for pretrip information; 85% for on-trip information. 

• 50% were willing to pay up to $175 (1995) for an RDS-compatible radio. 

• Most preferre9 spoken rather than displayed messages. 

• 20 to 24% diverted in response to a congestion warning. 

• RDS radio offered warnings for 64% of relevant queues, whereas radio did 39%. 

IVRG (in-vehicle route guidance) findings of five projects in Europe [ 6.31] are: 

< 90% of users required travel-time savings; 9Q% required assurance for not getting lost. 

• Depending on the city, 40 to 90% of the drivers reported improved comfort and 
reduced stress. 
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• IVRG had no influence on departure time.but 42% of the drivers found the suggested 
routes better than their chOices. 

•. Lateness ~fiilfotmation: poor ~oiTespondence with the actual network, and unclear 
·recommendations were the main .reaSons. cited for noncompliance. 

• About 40% of the drivers Would pay $1750 (1995) for the equipment and 60% would 
pay about $200 for the annual service fee. 

Navigation results reported by BMW from several trials using the CARIN navigation 
device of Phillips compared unfamiliar drivers using regular road maps with ideal naviga­
tors who were drivers very familiar with the area [6:26]. The results, displayed as "%worse 
than ideal navigator," show that CARIN does at least twice as good a job as an unfamiliar 
driver with a map. Such a navigator would be particularly useful to visitors and as a training 
tool to taxi and delivery companies. 

Driver + road map 
CARIN navigation 

Route length (km) 

26% 
15% 

Travel time (min) 

129% 
37% 

Errors 

105% 
38% 

Parking guidance systems have taken a hold in large European cities where it has been 
found that one-third of the travel time is often spent in searching for parking. Few U.S. cities 
face similar problems. Several cities in Germany and Ireland as well as in Singapore, Toyota 
City, and St. Paul, MN [6.32] have implemented parking guidance systems. This technology 
is also useful for large airports and has been applied in Amsterdam and Dallas/Ft. Worth, TX. 

Public transport passenger information findings of 11 projects in Europe [6.33] 
follow: 

• Radio beacon systems perfonned better than GPS for AVL. 

• Minimum forecast reliability for the anival of the next bus was 75%, which is unac­
ceptable for practical applications. 

• 57 to 90% of the users were supportive of the infmmation systems, but support was 
lost quickly when the systems became unreliable. 

82% perceived the information accurate but only 28% would rely on it for travel 
decisions. 

• When information was accurate (i.e., London), passengers perceived an improvement 
in travel times, even when in actuality the travel times had worsened. 

• When the system indicated delays of 15 min, 10 to 26% of the passengers left the bus 
stop. 

Smart-card payment for transportation service findings of four projects in Europe 
[6.34] are: 

• The requirement of transaction times of less than 100 ms was difficult to achieve in 
the first half of the 1990s. 

• The. rate bf eiTor during the trials was 12 times above the desired one in one million. 
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• A high rate of card failure due to sticking, bending, melting, and so on was observed. 

• Lack of international (or regional) standards make operators reluctant to approve 
· electronic payment . 

• · ·85% of !he users found that the system was better than cash. 

The European research project CALYPSO [6.35], which is an acronym for "Contact 
and contact Less telematics platform Yielding a citizen Pass integrating urban Services and 
financial Operations," with partners such as IBM, RATP (the Paris regional transit 
authority), and SNCF (France's intercity rail provider including the high-speed rail TGV) 
is an effort to merge transit fare payment (contactless pass) with banking and payment for 
services (electronic purse). The CALYPSO products that have been upgraded to correct 
most of the smart-card limitations listed previously are used in Constance, Lisbon, Paris, 
and Venice. 

Similar to FHWA's user services for ITS deployment in the United States, the ITS 
deployment in Japan is based on 20 user services, with a heavier emphasis on commercial 
vehicle operations, IVRG, and explicit objectives for the guidance and safety of pedes­
trians. Advanced traffic management and traveler information systems, including giant 
color-coded overhead highway signs depicting congestion levels on the freeway network 
ahead have been available in Japan since the late 1980s (see picture on re?r cover). Without 
doubt, Japan is well ahead of both the United States and Europe in several types of ITS 
applications. A case in point is route guidance. Cumulative car navigation syStem instal­
lations in Japan exceeded 2.1 million devices by mid-1997[6.36]; 90% of these are static 
(map-based) guidance. The balance consists of dynamic guidance devices such as the 
vehicle information and communication system or VICS. · 

6.5.4 Mature ITS Applications 

Basically these are traditional transportation processes, equipment, or services in which ITS 
elements were adapted reliably and produced considerable and consistent improvements .. 
Manual and in-pavement traffic count devices have pr~gressed to nonintmsive, portable, 
adjustable sensors, some of which can yield a wealth of data. Pretimed traffic signals can 
be replaced by demand-actuated signals with sophisticated platoon-detection capabilities. 
Infrequently patrolled freeways can be. fully managed with ramp control, surveillance, auto­
matic incident d~tection, and management, as well as real-time traff1c density and speed 
depictions. Person and coin/barrier toll operations that severely restrict flow can be replaced 
by electronic toll collection systems, some of which opentte at freeway speeds and do not 
require heavy infrastructure. These applications are presented next. 

6.5.4.1 Detectors 

Traffic detection is the cornerstone of many ITS services. It is accomplished with a number 
of sensors, the most common of which are the inductive loop detectors that were presented 
in Chapter 4, Section 4.6.3. To this day they serve as the benchmark for the evaluation of 
other types of sensors because when properly installed, their count accuracy exceeds 99%. 
Well-known disadvantages of loops include the expensive installation that disrupts traffic 
floW, work crew exposure,· failures due to weather and repeated traffic loads, and destruc­
tion during construction (including pavement resurfacing). As a result, othef more flexible 
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sensors gained 'market acceptance and. most have found use in traffic applications 
throughout the wotld. 

A 2-year, large-scale study_ was conducted in Minnesota for the FHWA [6.37]. It 
focused on the eval.uation of nonintrusive-traffi~ Oetection devices. Nonintrusive devices are 
those installed overhead, at a side pole (sidefire), or pushed under the pavement from the 
shoulder. Eight technologies and several makes within each technology were evaluated in 
extreme summer and winter conditions. The fundamental principle of data collection for 
each technology follows: 

Passive infrared sensors compare the infrared energy naturally emanating from the pave­
ment with the energy caused by the presence of a vehicle. The actual change in heat trig­
gers the detection of a vehicle. 

Active infrared sensors emit one or more low energy laser beams at the pavement and 
measure the elapsed time between emission and return. When this elapsed time is shorter 
than usual, a vehicle is detected. 

Passive magnetic sensors detect the change in the earth's magnetic field caused by the pres­
ence of a vehicle. 
Active magnetic sensors are similar to inductive loops in the sense that they pass electric 
current through a small coil of wires and detect the inductance drop when a vehicle is 
present. 
Doppler, radar, and millimeter microwave sensors detect either the frequency shift or the 
time delay of the returned signal due to the presence of a vehicle. These sensors, radar in 
particular, can also assess the speed of objects (including stationarity) in the detection field. 

Passive acoustic sensors are basically microphones which detect the sound energy from 
vehicles. 

Ultrasonic sensors can be a pulse or Doppler type. Pulse detection relies on elapsed time 
and Doppler detection relies on frequency shift. 

Video sensors use video from CCTV ·cameras and machine vision to survey traffic. Two 
image processing analysis techniques, trip line and tracking, are used to "see" the traffic. The 
fotmer technique detects the presence of a vehicle within a user-d~fined section of the video 
image, whereas the latter utilizes algorithms to identify and track vehicles within a user­
defined section of the image. Commercially available devices use either or both techniques. 

Video-based devices are the most intuitive as they are the closest to the "what you see 
is what you get" (WYSIWYG) principle. Advantages of image detection and processing 
include the detailed and immediate analysis of an incident by operators, the electronic (and 
manual) detection of queues and accidents, the emulation of loop detectors, and the deri­
vation of traffic parameters such as occupancy and speed [6.38]. More specifically, Autoscope 
developers Michalopoulos and Anderson [6.39] estimated that for three-lane freeway main­
lines, the cost per detector is about $3300 for conventional loops and $1000 for Autoscope­
based detectors (which typically measure more flow parameters than loops). 

The results on detector performance vary. Duckworth et al. [6.40] tested a large 
number of traffic monitoring devices including video camera, Doppler radar, Doppler ultra­
sound, pulsed ultrasound, passive acoustic, and p;:tsSive infrared. Three perfOrmance meas­
ures were used: volume count, vehicle classification, and s~ed accuracy. They concluded 
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that '"with the exception of t~e video camera, no one sensor _tested provide~ good perform­
ance in all three performance categories.:' An FHWA study [6.37] was less positive: "video 
recjuired extensive installationand sei-:up 'time and is not as accurate as other technologies," . '-- '-

but it extolled the video·technology's.flexibility, wealth of data, and surveillance capability 
(Fig. 6.5.5.) 

Detailed information on the accuracy of each detector device can be found in Ref. 6.37. 
Selected important findings of this study are reproduced verbatim below: 

• Pulse ultrasonic, Doppler microwave, radar, passive magnetic, passive infrared, and 
active infrared have been found to count within 3% of baseline volume data. The 
count results are more varied at the intersection test site. The pulse ultrasonic, pas­
sive acoustic, and video devices were generally within 10% of baseline volume data. 

Speed data were collected from active infrared, passive magnetic, radar, Doppler 
microwave, passive acoustic, and video devices at the freeway test site. In general, all 
of the devices were within 8% of the baseline data. Radar, Doppler microwave, and 
video were the most accurate technologies at measuring vehicle speeds. 

• Video and radar devices have the advantage of multiple-lane detection from a single unit. 

• Weather variables were found to have minimal direct effect on device performance, 
but snow on the roadway caused some vehicles to track outside of their nonnal 
driving patterns, affecting devices with narrow detection zones. 

• Lighting conditions were observed to affect some of the video devices, particularly 
in the transition from day to night. 

• Extremely cold weather made access to devices difficult, especially for the magnetic 
probes installed under the pavement. 

• Traffic conditions, including heavy congestion, were found to have little effect on 
device performance. 

• In general, the differences in petform,ance from one device to another within the same 
technology were -found to be more significant than the differences from one tech­
nology to another. It is more important to select a well-designed and highly reliable 
product than to narrow a .selection to a particular technology. 

Besides accuracy, a number of attributes and characteristics should be considered 
when selecting traffic detection devices. They are listed in no particular order because, 

Figure 6.5.5 Traffic surveillance center. 
(From Transportation 
Research Board, 
TR New,, 160, t992) 
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depending on the application and technology choice-set, some may be critical and others 
'may be irrelevant. These attributes and· charactenstics include: 

. . . . . . 
,•. ·Expertise requirement arid set-up cali.bration time 
• 'Reliability, typically represented by the mean time between failures (MTBF) 

• Number of lanes detected by each detector 

• Mounting (i.e., overhead, side fire, and height requirements) 

• Installation difficulty 

• Transportability 

• Solar/battery power capability 

• Traffic data types (i.e., counts, clasSific-ation, speed, occupancy) 

• Effects of light, weather, and traffic conditions on performa,nce 
• Purpose of the detection (e.g., data collection versus controller actuation; the latter 

obviously requires higher precision and reliability levels) 

6.5.4.2 Traffic Signal Systems 

Traffic signal systems are a prevalent feature of the transportation system in both large and 
small urban areas. For example, the results of the 1996 survey on traffic signal systems in 
the United States and Canada established by ITE's District 6 reflect about 150 responding 
municipal traffic agencies controlling more than 33,000 signalized intersections [6.41]. 

Characteristic 

Signal controller 

Detection 

Phasing 

.Maintenance , 

Signalization 
(construction) cost 

Annual O&M cost 

'!ype 

NEMA 
'!ype-170 
Electromechanical 
Other 
Loops 
Other 
Permissive 
Permissive/protected 
Protected 
Other 
Atmual visits/signal 
Annual emergency calls/signal 
Loop life (yea~) 
Minimum 
MaximUm 
Average 
Average 

Magnitude 

66.4% 
19.9% 
7.2% 
6.4% 

95.4% 
4.6% 

46.3% 
26.5% 
21.5% 

5.7% 
5.5 
4.6 
-7 

$18,000 
$200,000 

$75,000 
$2700 

Section 4.6.3 presented signal controllers including tbose that can be responsive to 
traffic demand. and subsequent sections in Chapter 4 showed the basic characteristics of 
signal timings and arterial progression. FHWA's urban traffic control system (UTCS) in the 
early 1970s was the ftrst large-scale effort for the adaptive control of traffic signals. In the 
1990s FHWA began pursuing adaptive control systems (ACS),which initially were referred 
to as RT-TRACS (real-time traffic control systell).s). ACS attempts to develop a suite of 
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adaptive control strategies that are able to respond to recurrent congestion, isolated demand 
· spikes, exterisive overSatu~atio~, 'and -incident and accident conditions on both arterial and 
gri<! networks. Traffic signal system evolution is described in tenns offour generations: I, 
1.5, 2, ll\IQ 3: 

First-generation signals are the well-known pretimed (fixed timing) systems that still exist 
in large numbers in several.metropolitan areas. 
Generation 1.5 signals estimate signal timings in a quasi on-line mode. Data are uploaded 
from detectors and extrapolated to a standard period (15 or 60 min). Then optimization 
based on TRANSYT-7F is conducted and operator-audited results are downloaded to con­
trollers. Manual supervision is often necessary to provide missing inputs and to correct for 
errors because these systems are usually applied wi .. h limited detector coverage. 
Second-generation signals offer traffic adaptive control based on averages of data collected 
by traffic detectors. Typical response time (for cycle, split, and offset adjustment) is about 
5 min. The data gathering and signal computation process is "on-line." 

Third- generation signals provide a much quicker response to demand fluctuations and as 
such, they are particularly capable of handling demand spikes. Their sensitivity, however, 
makes them unstable. 

The principal components of advanced traffic adaptive systems include actuated 
signal controllers. traffic detection, controller interconnection, and centralized system 
supervision. Two types of adaptive systems are: 

• Cyclic systems are based on cycle length and green splits. These systems are 
designed to work on a subnetwork basis (e.g., 5 to 100 signals). Examples include 
SCOOT and SCATS, which are discussed below. 

• Acyclic systems do not depend on a cycle length. Instead they use a 30 to 300 s rolling 
horizon and an optimization function (e.g., a delay minimization function) to opti­
mize traffic conditions. They work best independently. Examples include OPAC, 
PRODYN, UTOPIA, and SPPORT [6.42]. 

FHWA [6.28] reported benefits in the ranges of8 to 15% decrease in travel time and 14 
to 22% increase in speed due to advanced signal systems. Large reductions in vehicle stops 
(which alsoreduce emissions) are possible. These outcomes are corroborated by an in-house 
evaluation by the city of Los Angeles'Departrnent of Transportation [6.43]. The Los Angeles 
automatic traffic surveillance and control system (ATSAC) was found to reduce travel time 
by 18% and to increase speed by 16% over the old·(pretlmed) system. They estimated an 
annual benefit per intersection of more than $230,00daEd'im annualized per intersection cost 

· for upgrade to advanced standards (including both equipment and. manpower) of about $7500. 
ATSAC has been a successful application customized for' LOs Angeles. Two well-known 
traffic responsive systems, SCOOT and SCATS, are presented next. 

SCOOT (split-cycle-offset'optimization.technique) was conceived in the early 1970s. 
As ofthdate 1990s, more t.han 170 implementations 6f SCOOT have taken place world­
wide [6.44]. SCOOT is a real,time signal-timing optimization tool that is based on 

-TRANSYT's optimization logic. (TheTRANSYT software is presented in Chapter 15.) 
: Btisides traffic improvements, SCOOT also reduces the costs associated· _with the periodic 

revision of signal timing plans. · 
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. SCOOT's operation [6.45] is based'on cyclic flow profiles (CFP), which are meas­
ured by loops or other sensors. Specifically data are collected four times a second from 
presence de.tectors placed midblock on every significant link in the network. Using the 
CFPs, the offset'optimizer calculates the queues at the stop line. Then two other optimizers 
calculate the most suitable split and cycle. Cycle optimization usually occurs in small steps 
every 5 min, and the progression band is elaStic; it stretches and shrinks depending on com­
peting flows and queue conditions. 

Applications and evaluations of SCOOT can be found dating back to the early 1980s 
[6.46]. More recent ones include those in Minneapolis and in Toronto. Minneapolis has 
implemented adaptive control based on SCOOT on a 65-signal portion of the CBD. This 
application uses a newer miniaturized. version of Autoscope, Solo, which performs image 
collection, processing, and traffic detection within the camera housing. The project 
deployed about 140 Solo/traffic detection cameras. Early results [6.47] showed that drivers 
had a hard time adjusting to a nonfixed type of signal operation (large phase lengths seemed 
to lead. t~.em to believe that the signal was malfunctioning) and that SCOOT performed 
better when signals were operated in a fixed sequence (e.g., no phase extensions). 

Much better results were achieved over time in Toronto. In 1990 Toronto installed the 
SCOOT traffic signal control system as a demonstration project at 75 intersections. 
Toronto's evaluation of SCOOT on two contidors and the CBD network found that, com­
pared to a "best effort" signal-timing plan, travel time decreased by 8%, vehicle stops 
decreased by 22%, vehicle delay decreased by 17%, fuel consumption decreased by 6%, 
and CO and HC emissions decreased by 4 to 5%. It was estimated that the costs and bene­
fits of SCOOT indicate that its installation has a payback period of less than 2 years. It was 

. also found that the following characteristics yield higher SCOOT benefits: 

• Linear networks rather than grid networks 
• Roads with higher volumes and roads that are congested 

• Roads with highly variable traffic flows and roads with special event or heavy 
diverted traffic 

o Roads interacting with freeways 
• Roads with exclusive tum lanes 
• Roadways without on-street parking, bus stops, and pedestrian crossings 

Partly because of SCOOT's unusual requirement for midblock sensors, SCATS 
(Sydney coordinated adaptive traffic system) was conceived by the Roads and Traffic 
Authority of New South Wales in the late 1970s to take advantage of many signal systems 
with stop-line traffic sensors [6.48]. SCATS' objective is to equalize saturation flows among 
conflicting approaches. As a result, it usually does not minintize delay, and major arterials 
may exhibit deterioration of traffic conditions during peak loads, as some results from the 
FAST-TRAC ITS deployment in Michigan indicates [6.49]. The FAST-TRAC project in 
Oakland County, Ml consisted of 1000 image sensors (typically CCTV cameras tilted about 
45° downward) feeding 275 Autoscopes which perfonm vehicle detection [6.50]. The 

· vehicle data are fed to the SCATS system, whichcontrols thesignals in the area. 
Both SCOOT and SCATS have been erthanced to accommodate bus signal preemption 

requirements, for example, priority treatment for mass transit vehicles. Signal preemption 
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for buses, trams, trolleys, and LRTs is popular in Europe where they carry more than half of 
¢e commuting trips. The applicability of this -concept in areas where only a small number 
of commuting trips are by' bus, transit has been questioned, at least during peak periods 

· [651]. This' was the experienc·e in Ann Arbor where "[I]t was found that in all cases signal 
preemption disrupts traffic progression and thus increases overall vehicle delay." [6.52] A 
comprehensive review of selective vehicle priority systems in the urban environment 
(SPRUCE project) was conducted at the University of Leeds in tl1e UK [6.53]. The report 
acknowledges that some systems make an attell)pt to compensate for the delays to nonpri­
ority vehicles, but it concludes that "Many of the interventions [for priority service] arJ made 
directly by the local controllers on the street and no attempt is made to compensate n6npri­
ority vehicles for the extra delay incurred by the passage of the priority vehicle." 

6.5.4.3 Freeway Management 

The principal components of freeway management systems (FMS) are ramp metering and 
incident detection, including driver adVisories for route diversion. According to the FHWA 
[6.28], benefits include travel time decreases by 20 to 58% and speed increases by 16 to 
62%. In addition, smoother freeway flow improves throughput, and capacity can increase 
by 17 to 25%. Variable speed limits have produced positive outcomes in the Netherlands 
(Fig. 6.5.6.) and the UK where they are used as an indirect warning of downstream con­
gestion or other hazards such as an incident or fog. Three established components of 
freeway management are discussed next: automatic incident detection (AID), incident 
management, and ramp metering. 

6.5.4.3.1 Automatic Incident Detection 

Incident detectiori is the foundation of incident management. Early detection sets the mech­
anism of incident management in motion to provide both relief to the distressed and to cur­
tail congestion buildup due to capacity reduction. Nonautomated incident detection includes 
information from passing motorists, patrol officers, airborne surveillance, and so on. Auto­

. matic incident detection is the systematic monitoring of flow at specific cross sections (or 

Figure 6.5.6 Electronic variable message 
sign capabk. of providing 
real~time information. 
(From Transportation 
Research Board, TR News, 
165. t993.) 
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· areas. if done by a video-and-image-processing technology) for the detection of any sudden 
changes in the characteristics of the flow. arid the issuance of an alarm if specific threshold 
and repetition (persistence) lirnits are exceeded. For example. a sudden increase in speed (or 
decrease in occupancy) likely reflects acapacity restriction (probably an incident) upstream 
of the detection zone. A sudden_decrease in speed (or increase in occupancy) likely reflects 
an incident downstream of the detection zone. Typically volume (flow rate) is not used for 
automated incident detection because it cannot discriminate between congested and uncon~ 
gested conditions (e.g., in Fig. 3.6.1, a flow of qoo veh/h c_an be sustained in both the con­
gested (right) and uncongested (left) sections of the curve). 

Techniques vary from simple occupancy observation to elaborate vehicle-matching 
techniques which identify vehicles along a series of detection statiorts and calculate section 
speeds. The data needed for automated incident detection are collected by detectors and fed 
into algorithms, which are classified in two categories: pattern recognition algorithms and 
forecasting algorithms. Pattern recognition algorithms examine the measured data and find 
values or combination of values (which are usually time-of-day dependent and they may 
also be day- and date-dependent) that are historically typical. When large deviations that 
exceed a specified threshold are observed between the historical data and the real-time data, 
·an alarm is issued. To reduce the false alarm rate, an alarm may not be raised unless the trig­
gering condition persists for a specified number of time periods (e.g., three or four periods 
for field data reception every 30 s.) Forecasting algorithms issue alarms by comparing real­
time data to forecasts from recent measurements. For example, a time series of data is col­
lected at t1, t2, t3, ... , tN. From it a forecast is made for tN+ 1. If the actual data received at 
tN+I differ from the forecast by more.than a spe<;ified amount, an alarm is issued. Again, a 
signal persistence over several periods may be included to reduce-the false alarm rate. 

Unfortunately, the desired properties of high incident detection rate and short mean 
time to detect, and the undesired property of high false alarm rate go together. Detection rate 
is the ratio of incident detected over the total number of incidentS. Mean time to detect is the 
average elapsed time between incident occurrence and incident alarin. The false alann rate 
is the ratio of incident-free intervals for which an alarm was raised over the total intervals. 
Actually improvements in detection are followed by logarithmic increases in the false alarm 
rate. Evaluations of the TSC-2 algorithm (see below) in California in 1979 showed that a 
56% detection rate came with a 0.005% false alarm rate, whereas a 66% detection rate carne 
with a 2% false alarm rate [6.54]. As a result, successful algorithms settle for a 60 to 70% 
detection rate and mean detection-times between 1 and 3 min because higher rates are accom­
panied by unacceptable levels of false alarm rates [6.55]. During the rnid-1990s Dia and 
Rose created a large database containing more than 100 freeway incidents on Melbourne's 
freeway and developed inCident detectiOn models based on artificial neural networks with 
detection rates exceeding 80% and false alarm rates under 0.1% [6.56]. False alarm r?.tes 
must be very low, otherwise the alarms are impractical. For example, consider a system that 
collects data every 20 s from ten freeway stations and has a 0.1% false alarm rate. The oper­
ators of the system will receive about two false alarms per hour (10·3·0.001·60 = 1.8), on 
the average; if the false alarm rate is 1%, then they will receive one false alarm every 3 min, 
on the average! Video surveillance is a desirable tool of an incident detection system because 
it provides both confirmation of incidents and relief from false alarms. 

Among the better known algorithms are the California algorithm (or TSC-2) and the 
modified California algorithm (or TSC-7). TSC-2 is commonly used as a benchmark for 
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juqgjng the performance of newer a!gprithms. It uses. various. occupancy indices as well as 
. a·decisiOn tree. logic with five posSible. states. to arrive at the: concltlsion of whether or not 
au .incident alarm should be triggere!LThe five indices are as follows [6-.54]:· 

Index· 

OCC(i,l) 
DOCC(i; 1) 
OCCDF(i; t) 

OCCRDF(i, 1) 

. DOCCTD(i, I) 

Description 

Occupancy at statiqn i: for- interval t 

Downstream occupancy 
Spatial occupancy difference 
Relative spatial o~upancy difference 
Relative temporal difference 
in downstream 'occupancy 

peen * r ,,r), 
OCC(i, I) - DOCC(i, t) 

OCCDF(i, t). t OCC(i, t) 
· DOCC(i, t -·2') -\DOCC(i, t) 

OOCC(i,. t 21 

An incident typically causes a large difference between UI>- and downstream occu­
pancy readings. OCCDFand OCCRDf capture these effects .. In addition, a quick drop in 
the downstream readings may be observed. This is capmred by DOCCTD. TSC-7 intro­
duced a persistence element (i.e., repetitive detection for at least 2 min) and less reliance on 
temporal differences in occupancy, which may be dqe to congestion-and-relief shock waves 
generated namrally at busy periods. 1 , 

There are several dozen automated incident detection algorithms/ 'Some already 
embedded in ITS equipment, such as Autoscope, Trafficon, and other )ietection devices. 
Iricident.detection has been mUch easier to accomplish on ljmited-acce'Ss facilities such as 
freeways· as opposed to open access facilities such as city arterial streets. Late versions of 
SCOOT indue ASTRID, the automated SCOOT traffic information database that collects 
detailed data for each link .. A number of analyses of historical data can be conducted with 
ASTRID. An additional utility is real-time incident detection on arterial streets. ASTRID 
identifies links witb current travel times tbat are much higher than historical travel times. 

·This. information is relayed to operators who may use surveillance equ·ipment or ()ther 
. means to confirm the event [6.57]. 

6.5.4.3.2 Incident Management 

Although recurring congestion is a recognized problem, motorists usually compensate for 
it by planning tbeir trip based on past travel-time knowledge. However, the effect of non­
recurring congestion on travel times-cannot be anticipated. Nonrecurring congestion is due, 
for the most part, to incideilts. It has been estimated that ~0% .of all congestion-induced 
delay is caused by incidents [6.57, 6:58]. The costs of incidents on the traveling public is 
staggering. The California Department of Transportation (CALTRANS) 'stimated that 
.2 million vehicle-hours of delay are caused by incidents each day [6.59]. 

An incident is defined as "any nonreCurrent event which causes reduction Qf roadway 
capacity or abnormal increase in· demand" [6.60]. The majority of incidents involve stalled 
vehicles or_accidents. Incidents also include flow interruptions caused by debris or spills on 
travel lanes or malfunctioning traffic signals. Minor incidents account for 65% of incident 
delay, whereas major incidents account for the rest [6.60]. · 

Incident. management is the process of minimizing· delays caused by nonrec~rrent 
co~gestion thrOugh quick detection and clearance, efficient on-site management, and pre­
vention of i~cidents on major roadways. Although strategies for dealing with incidents vary 
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from ~Imcahon to ;locati0ti, succe$sful pragrams __ ,s'hare four major components ['6.61]: 
(1) quick detection aHd Merification of an incident,(2) dispatch ofthe proper response to the 

. incident •site, (3) .efficient clearan.ce ofthe ··obstructi<>n, and (4) recovery and management 
of rnadways affected by the incident, which inolu<les·on~site traffic·contwol, management of 
parallel arterials, and public notification .Of the incident. 

Incident mai:ta;gement programs !nay 'be ·Classifie:d as .areawide, corridor, -or spot loca­
tions. Afeawide -systems manage a nurnbe~ o( freeways in and around a central city. Cor­
ridor systems manage selected freeways, ramps, and frontage roads, as well as parallel 
freeways in the area. Spot l0cation pmgrarns we usuallly located ·on critical network com­
pcments, such as bridges, tunnels, or locations where many incideri.t:s -have occurred in the 
past. .Selected f~atur:es -of major incident mana;gement -systems ,j.n the United States are 'SUm­

marized in Table 6.5 .. 7. Experience has -shown that intra- and interagency coordination is 
the most important .attribute of successful incident management p:rrograms .. 

6.&.4.3.3 Ramp Metering 

Rwnp metering was installed on the EisellhGWer Expressway in Chicago in 1963 following 
successful metering applications in New York City tunnels and lane do.s11res in Detroit [6.62]. 
By 1995 rwnp-metering mntrols had been installed in the freeway -systems of 23 metmpolitan 
areas. Improvements of 5 to 6% in volumes carried on the fmeway over pmmetering condi­
tions have been observed. in several areas [6.62]. The primary objective of ramp metering is 
to preclude freeway flow from entering into the COilgested regime with the subsequent sharp 
reductions of capacity and speed (refer to fundamental flow characteristics, Fig. 3.4.5). 

A major benefit of ramp metering is the transitioning function of splitting up platoons 
for merging with the freeway mainline so that freeway flow disruption is lessened [6.63]. 
A positive' concomitant ouicome of ra~p metering is the diversion of some· short trips from 
the freeway. Several applications of ramp metering have reported good results:c 

• Seattle has experienced many benefits from their freeway management system, which 
includes ramp metering: Despite a 10 to .100% growth of traffic on various segments 
on the I-5 freeway, speeds have remained steady or increased up to 48% and accident 
rates have fallen to a level of 62% based on the prefreeway management period [6.64]. 

• The Minnesota DOT observed a capacity increase to the level of 2200 vehicles per 
hour per lane (veM:lll) compared to 1800 veh/hll prior to metering; average speeds 
rose from 55 to 74 k:mlh and accidents on a segment of Freeway J-35W dropped from 
421 to 308 per year [6.62]. · 

• Denver realized speed increases of up to 58% and a decrease in accidents of 5% during 
the periods when metering was on as opposed to an increase of 16% dming the non­
metered periods. Furthermore, much larger than anticipated capacity gains with freeway 
flows of 2450 veh/hll and a less than expected diversion to local streets were observed. 
Actually the prevalent form of change observed was in artival time (at the ramp loca-

... lions), thus a concomitant benefit of ramp metering was peak spreading [6.65]. 

• The implementation in France and the. Netherlands of ALINEA, a local ramp- · 
metering strategy, Improved the base conditions without ramp metering and in sev­
eralOccasions was superior to coordinated ramp tp.etering. ALINEA was found-also 
to improve traffic conditions on the arterial network adjacent to the freeways [6.66]. 
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TABLE6.5.7 Sample 'characteristics of !M.Systems in 12 Areas 

Control and lnformationab 

Ra.di'o Ramp In tenet 
Area VMS HAR , statiOn meter Cabie TV Kiosk RITRC 

Atlanta 41 12 5 140 ye' 
Baltimore/Wash., DC 173 51 ok 26 ok ye' 
Chicago 20 11 ok 113 ok ye' 
Detroit 57 4 57 ye' 
Houston ok ok 106 ok yes 
LOs Angeles 87 12 ok 896 ok yes 
Minneapolis 60 ok ok 420 ok ye' 
New York ok ok ok ok yes 
Philadelphia 4 ok 31 ok no 
San Antonio 89 ok ye' 
Seattle 51 7 ok 83 ok ok yes/ 
Northern Virginia !56 19 ok ok ok ye' 

Incident Detection Technologyab 

Induct. Mobile Video Air 
Area loops Radar Patrol CCTV Call box phone detect surveil. 

Atlanta 55 50 452 ok 
Baltimore/Wash., DC 577 !53 47 94 ok ok 
Chicago 2238 35 3 ok 
Detroit 2000 4 157 10 
Houston ok ok ok ok ok 
Los Angeles 4402 89 !56 218 4378 2 
Minneapolis 3300 ok 180 ok ok 38 3 
New York ok ok ok ok ok ok 
Philadelphia ok ok ok 29 ok I ok 
San Antonio 876 290 2 
Se<ittle 2600 4 205 208 3 ' 
Northern Virginia 200 56 200 ok 10 4 

Note: 80k = available but no speCific· information. 

b M of April 1996. 

~JTR = real~time traffic 'report. 

So~rce: Intelligent transportation i~astructure deployment at itsdeployment.ed.oml.gov. 

• A study by JHK Associates [6:67] estimated that ramp metering can reduce passenger­
hours by 6.3% if there exist "good parallel arterials"' (plenty unused capaci,ty) along 
the metered corridor. If there are "average parallel arterials'" (some unused capacity), 
the reduction dropped to 1.4%. In addition. ramp metering .was estimated to yield 
undesirable results if there are "no parallel arterials"' (includes arterials that operate 
,at capacity): A 3.1% increase in passenger-hours was estimated. · 

Yagar [6.68] expertly. summarized the benefits and disbenefits of ramp metering. 
Benefits include a good potential for minimizing total travel time, improvement in capacity 
utilization, avoidance of routes that increase system or societal costs., application of some 
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. order and control over.- merging mall~uvers~ improvement of corridor travel-time consis­
tency, and (in several cases) public acceptan¢e. Disbenefits include the lengthening of an 
average trip; the reduction ofland values, the preferential treatment for through traffic (e.g., 
favor suburbanites), the alteration of th.e ·historical status quo, and ·the metering systern 

. insiana·tion and operation 'costs. · 
Several studies also present specific drawbacks toramp metering: 

• Simulation using INTRAS [6.69] on the Garden Grove Freeway in Orange County, 
CA concluded that a significant amount of diversion from the metered ramps must 
OccUr in order to improve the overall network performance with ramp metering, and 
that requires a supply of alternative routes with sufficient capacity. Best results were 
obtained when all overflow queues at metered ramps were diverted to arterials. Even 
in their best case scenario, however, the improvements were characterized as .'modest 
and nowhere near the 40 to 50% improvements shown in other studies. The authors 
stress that studies tend to ignore the details of tht alternate routes and caution that, no 
improvements may be realized if the alternate route network is poor .. 

Researchers at the University of California at Irvine investigated the optimal ramp 
control problem [6.70]. They concluded that ramp metering does not improve 
freeway conditions when the demand-to-capacity ratio exceeds 0.8, and that under 
these conditions.. it "can have a deleterious impact on the surface street network." 

• Banks [6.71] conducted ramp-metering research on San Diego's freeway system and 
concluded that ramp metering can eliminate mainline queuing and delay only if 
metering rates are set low enough to keep flows below the mainline c~pacity. He also 
asserted that "there is substantial risk that metering will be counter-productive unless 
it is precise" [6.72]. 

Hellinga and Van Aerde [6.73]used the INTEGRATION traffic simulation software 
to investigate ramp-metering strategies. They added support to Banks' contention that 
ramp metering needs to be precise in order to be effective. In one case study they 
found that "initiating ramp metering just 2 minutes earlier than optimal can negllte 
any metering benefits." · 

In addition to these concerns, major design elements make the successful imple­
mentation of ramp me(ering problematic. The maximum discharge flow of a metered, 
single-lane on-ramp is 900 veh/h; the metering of ramps with higher volumes is prob­
lematic and requires extensive analysis [6.62] to assess the impact of traffic diverted 
onto the surface ne(work. The three primary elements of successful metering in addition 
to moderate demand are storage space, adequate acceleration distance, and sight dis­
tance [6.62]. 

Despite this "mixed bag" of results, ramp.metering is often seen as a successfuf and 
seasoned ITS component. Ramp-metering systems integrated with manual or automated 
incident detection and response as well as metered ramp bypasses for high occupancy 
Vehicles are growing. Negative neighborhood reaction, jurisdictional ·diSputes, and sub­
stantial implementation costs are the main reasons for the relatively few applications 
worldwide. 
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6.5.4.4 Electronic Road Pricing and Automatic Vehicle 
· · Classification · 

Tolls have been in existence since the creation of the first improved roadW.,ys in the United 
States. These roads were private and their development and maintenance costs. were paid 
through the collection of tolls. The collection was automatic with the assistance of a mechan­

. ical device (called a turnpike). Many modern freeways in the eastern United States are still 
called turnpikes. After World War n many roadway projects were financed through tolls. 
Much later, in the 1970s, the concept of concession financing* arose in Europe. This scheme 
of fixed-duration, for-profit, private roadway development requires the collection of tolls. 

Three basic characteristics of toll systems are: 

• Charges are distance based and are differentiated by type-of-vehicle (vehicle 
" classificati.on). 

• Closed toll systems have tolls at all entrances and exits; the toll is determined at the 
exit point based on the point of entry. 

• Open toll systems have tolls that are located along segments of the facility; a toll is 
assessed for each segment traversed. 

Tolls have been implemented using various traditional technologies such as manned 
toll collection, automated (electromechanical) coin or token collection and area licensing 
schemes (e.g., special stickers on vehicles). A major drawback of these systems is their inef­
ficiency (i.e., they tend to develop congestion and pollution of their own) and expense (i.e., 
high cost of manned operations, machine and/or violatorinspectors). A recent development, 
electronic toll collection (ETC), has become the most successful real-world application of 
ITS due to its ease of installation and very large imd immediate cost savings [6.16, 6.74]. 

ETC consists of both in-vehicle and roadside equipment. The in-vehicle device for 
the automatic vehicle identification (AVI) is a transponder (transmitter and responder). 
Three systems of AVI transponder technology are distinguished; they are listed here in a 
chronological order of development: 

1. Read-only. In-vehicle transponder transmits information to roadside unit; all records 
remain with the tolling authority only. 

2 .. Rea& writ~. In-vehicle transponder transmits information. to roadside ullit and can 
store information from the roadside unit; both the user and the tolling authority retain 
a record of the transaction. 

3. Smart-card. Integrates the above with other user services (i.e., public transit and 
parking payment, credit and banking card) and offers advanced encryption option, 
"mayday" functioil, and so on~ -~ 

.*ConCession financing for motorways is quite common in France and Spain. Several small sections of 
. motOrway concesSions exist in the UK and other countries are considering concessions. In the United States, Cal­

ifornia's SR-.91 State Highway is a major success, SR-91 is open· only to AVI~tagged vehicles and the tolls are 
congestion-based, that is, the toll charge increases as dem!lJld approaches SR~91 's capacity so that congestion is 
controlled and a good level of service is offered. 
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The roadsi4e equipment consists of antennas- installed on an existing overpass or a light 
metal structure called a gantry.· Re;durtdan~- antennas as well as video enforcement devices 
and network lines to the supervising computers complete the. basic infrastructure. Some 
systems also include detectors for the arrival and departure of vehicles in the detection area. 
Communication between the roadside antennas and the in-vehicle transponder takes place 
several times per second in the detection area~ After identification is made a charge is made 
and confirmed. Actual payment occurs tbrough either periodic bills sent to subscribers. sub­
traction from the prepaid card. or debiting to a smarHard linked to a bank account. Most 
modem ETC systems are entirely paperless and able to operate almost flawlessly (e.g., one 
error in one miHion transactions) at freeway speeds. 

ETC in urban areas combines naturally with other ITS services and forms what is 
known as electronic tolling and traffic management (ETTM). For example, AVI transponders 
used for tolling can be polled by strategically located receivers (probe vehicle sampling). 

This type of time and space data can be used to assess the level of congestion along spe­
Cific roadway segments, which in turn can be disseminated to motorists (i.e., user service 1). 

In 1998 there were 29 U.S.metropo1itan areas with ETC systems. Based on 1995 U.S. 
DOT statistics from 12 tolling authorities, the benefits of ETC systems include a 90% 
decrease in operating expenses; a 250% increase in capacity; 6 to 12% decrease in fuel con­
sumption; and a 40 to 80% decrease in CO, HC, and NOx emission (per affected kilometer). 
Congestion pricing is the force behind the expanding application of toll systems in urban 
areas. An application of congestion pricing during 1994 to 1995 in Stuttgart yielded the fol­
lowing results [6.29]: 

• 12.5% of peak-period trips shifted to the off-peak period. 

• Up to 5% of weekday, trips and 15% of Saturday trips shifted from auto to transit. 

• HOV trips increased by 7% .. 

There are, however, several barriers I? the implementation of ETC. Privacy typically 
refers to the public's fear of being recorded by the government. This does not appear to be 
an Issue with the (several) existing systems even in countries where personal freedom is a 
primary constitutional guarantee (e.g., the United States). Payment enforcement for the cap-

. .ture of violators usually relies on· automated video capture and license number recogni~ 
tion.* Coordination among different toll agencies/AVI compatibility is a problem among 
countries in Europe and states in the United States. No short-term solution is available, 
other than the adequate provision of manned or coin toll lanes for motorists with no or dif­
ferent AVI equipment. Deployment in existing plazas causes the Joss of a large pru{ of the 
advantages of ERP (e.g., tolling at n.ear free-flow speeds). Speeds drop well below free-flow 
levels, safety risk increases as motorists speed through toll booths, and capacity drops·by 
more than ~0%. Lack of technology standards is continuously debated because both sides 
of the issue have advantages. Specifically, standardization may accelerate deployment but 

. the standardization of a (possibly inferior) dominant technology may hinder technological. 
progress and longer-term efficiency. Lastly, equity applies mostly to congestion pricing. At 
issue here is the distribution of benefits and costs within the society, which is a major con-

*Similar techniques are employed for capturing motorists who violate spe"ed limits or enter an inter:section 
while thi: signal displays.red (Fig. 6.5.7). 
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si4eration, particularly for decision makers. A road pricing,charge.is. viewed as inequitable 
·to the poor because it -constitutes a larger portion of their disposable income (this is akin to 
regressive taxation,.which.is.any fixed tax). Others argue that congestion. pricing, imposes a 
direct charge on motorists for i:he true cost of their trip (as.a function of both infrastructure 
cost and, importantly, congestion and environmental consequences). 

Automatic vehicle classification (AVC) is an integrated system of detectors and pro­
cessing units that permits. theidentification of the class • of vehicle so that( I) the proper toll 
is charged with an automated tol\ing system, (2) AVC double checks the toll collection at 
person-operated plazas (fraud deterrent), and (3) accurate data for planning and design can 
be collected (i.e., for pavementrehabilitatj.on, commerce, and tax studies, etc.) Automated 
toll collection and toll. fraud/error reduction are the primary uses for AVC. 

There is no common way for veh.icle classification. Some toll authorities have 
many vehicle classes (e.g,.CALTRANS has 17), whereas others have few (e.g., Toronto's 
407 Highway has 3), Asa.result of the variable requirements illustrated earlier, AVC systems 
need to detect a series. of characteristics. including length, height (highest point, or specific 
height over each axle), vehicle profile, axles, distance between axles (wheelbase), number 
of tires and tires per axle, and weight. Speed is used to correct the frame capture informa­
tion collected with optical curtains for veh.icle profiling. 

AVC can occur before or after the toll booth. The first is called pre-classification and 
helps the operator in double-checking thee vehicle's class; it can also be used to display the 
proper toll to the motorist. Because of this, the AVC equipment must be placed in advance 
of the booth. For example, an advance length of 30 m would suffice if light curtains are 
used, but a distance of 100. m may be. needed in the case of high approach speeds. The 
second is called post-classification and.is. used as a verification of the assessment either by 
the human toll operator or for the determination of the correct charge in an ERP (electronic 
road pricing) system [6,74].. 

Various types of eqnipment;. usually in combination when detailed classification is 
required, are used for AVC (Fig. 6.5.8); they include: 

• Inductive loop detectors, some forms of which· can detect axles. 

• Treadles, can be electromechanical, optical, resistive rubber, or piezoelectric. They 
typically detect axles. Diagonal placement helps to detect single- or double-wheel 
axles. Treadles can alS<l be used for weight-in-motion detection (WIM). 

• WIM devices, such· as. bending plates, capacity strips, or piezoelectric sensors, can 
weigh vehicles. 

• Light beams c~detect vehicle presence and. height based on.infrared.lightinterruptions. 

• Light cunains are an extension oflight beams. They can produce a longitudinal two- · 
dirnensio11al prqfile of a. vehicle. 

• Scanning devices. such as ultrasonic; infrared, and laser scanners-can pro<lljee vehicle 
pro flies. 

• Vuleo image processing usually can classify vehicles on tl1e basis.oflength. 

*-:Yehi~leclass is. typically defined on. the basi:s. of vehicle. size, number_ of. axJ.es,.and,actua;. or. maximum 
~leweighL 
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'Figure-6;5.7 Automated red-light running 
and speeding enforcement. 
(From Transportation 
Research Board, TR News, 
201. 1999.) 

Figure 6.5.8 Pre-classification consisting 
of optical sensors and 
treadles at an intercity 
highway toll plaza in Greece. 
(Photograph by P. D. 
Preve~ouros.) 

Most AV C systems thatcombine at least two detection subsystems are reported to be 
able to offer a 98% orbetter vehicle class detection accuracy. This has important implications 
for tolling authorities,-which can realize reductiOns in revenue loss and practically eliminate 
ntistakes and fraud. 

6.5;5 •Safety and Liability 

According to the National Highway Traffic Safety Adntinistration (NHTSA), roadway 
crash costs exceeded $150 billion in 1994; theestimatereptesents the lifetime loss ofthose 
injured and killed in traffic crashes. The Bureau ofTrausportation Statistics (BTS) reports 
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that traffic crashes in 1995injured'3.4 )Tiillion'people; 428,000 of whom were incapacitated 
[6.10]. 

Collision warning-, cOllision, avoidance, night vision,, and drowsiness detection ~e 
, primary ITS technology components aimed at improving roadway safety. Collision detec­

tion systems utilize a telesensing device (typically a radar) that gathers information about 
the conditions around the vehicle (usually within 10m sideways and up to 300 mahead and 
behind). Audio or visual collision warnings are given if the driver fails to adjust the speed 
·Dr position of the vehicle to maintain a safe distance or to avoid a: collision (e.g., abort lane 
changing maneuver or commence deceleration). Co11ision avoidance systems are more 
sophisticated. An in-vehicle computer controls engine and brake functions, which enable it 
to intervene and adjust speed, acceleration, or deceleration characteristics so that a collision 
is avoided, or its impact is less severe. Intelligent or adaptive cruise control is a· current 
application of this genre of ITS technologies. · 

Night vision and artifiCial vision are systems thatare·a6Ie-to·detecthaZardoUs conditions 
ahead, which the driver ignores or has no ability to realize, for example, pedestrians, 
approaching t()() fast to a curve, hidden or approaching too.fastto a stop sign, yield sign, or red 
signal, particularly under reduced visibility conditions such as at night, rain, or fog. Drowsi­
ness warning consists of a sensor attached to th&~interior rear-view mirror, which rnoniters the 
rate of eye blinking. Blinking,intervals tend to last longer and to occur at longer intervals at the 
onset of drowsiness. A warning is issued when ahazardous,blinking pattern is detected. 

The basic architecture of ITS deployment shows that information is generated as a 
means to achieve the objectives Of user_ ·services. It is clear that several 'of these objectives 
go well beyond the realm of information and well into therealm of control, for example, 
the adaptive cruise control discussed earlier. An,imp.ortant issue.,_ therefore, .is-· the liability 
involved with ITS services [6. 75]. Let us first give a very brief description of liability. 

U.S.liability law is a partoftort law that govems.the resolution of disputes for wrongful 
acts. The basic premise of liability is negligence (ice., failure to exercise due care) on the part 
of the involved parties, which typically are a subset. of the following parties: the driver(s), the 
operator(s) of the subjectroadway(s) and equipment (e.g.,.traffic'signals), the contractprs and 
subcontractonioftheroadway and its parts (e.g., lane striping and traffic signing), and theman­
ufacturer(s) and maintainer(s) ofthevehicle(s) and their individual components. 

-Most of ITS user services are .not different from other widely available electronic 
products and services. However, due-to the breadth of applications, a large variance in the 
liability of ITS services exists. For example; electronic tolling and in-home traveler advi­
sories are practically liability-free, In-car traveler services as well as mobile telephony are 
likely to have a somewhat higher level of liability. Intelligent cruise control and automated 
highway systems that essentially transfer all or .part of vehicle control to computers and 
machinery are likely to translate into substantial liability for the manufacturers of the 
vehicle, the intelligent equipment, and the operator of the. highway facility. Furtheranalysis 
of this important subject is well .beyond the scope of this book. · 

6.6 SUMMARY 

Urban transportation is an important area of transportatioru study· given· that; the vast 
· majority of populations in developed·countrie;•reside in such' areas. A:. brief overview of the 
historical, parallel evolution of cities and transport. was given .. Readers. may want to relate 
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this to the sectiom)n .urban transportatinn planning in the next-chapter. In-this way they will 
' .. -have·a-rough-historical background ufthe-e,voltition ofurbaJJ.,areas, urban~0des,:and urban 

:.transpertation :planning .and .engineering. 
A univ~rsa]iy ·vexing .Urban problt;:rh is- .tra::ffic congestion. Thus the presentation 

focUsed on jts consequences.and·on w~ll-kriown congestion redUction strategies . .Intelligent 
transportation systems offer novel solutions and assist .:in :maldng transportation ·sy-stems 
<Safer and more efficient. All ITS ate local and require .extensive .cooperation among ·pro­
fessionals (planners, civiJ and-electrical engineers for starters).and.agencies·(at a minimum, 
the .city department of public works. county traffic office. state DOT, and all emergency and 
.P<ilioe departments serving the subject area). In response to the complexity of ITS and in 
an .attempt to aid -local jurisdictions .in the selection of"ITS ·components based on local pri­
orities and probable success scenarios, the FHWA sponsored the development of the ITS 
cdeple¥ment analysis system (IDAS) software. which integrates planning inputs with traffic 
modtlles.adjustedcto Tespond to·locally selected "ITS.components [6.76], 

EXERCISES 

)." f~eview the,user!services as well as.the mature .ITS applications. Which ·of each exi-st·in -your:.area 
(or in the-metropolitan area Closest to your location)? Select a user service or an ITS application 
that exists in your area and describe it in detail (e:g., generic and specific features, public/motorist 
response, years in operation, scale of application, etc.). 

2. Make a detailed list of all the modes available in your .urban.,area separated by major uses or 
classes such as ai!_~international, truck-container, and -so :on. A thorough Jist could :be ·-surpris­
ingly long. Honolulu, which does not have light, rapid, or commuter rail, has·aboutAO-modes 
of transPortation! · 

3. ACT .. 290tJuly 1, 1997 of the Hawaii Revised Statutes is reproduCed here. Can you locate the fla­
.- grant error in the wording of this law in its attempt.to,provide incentives for electric vehiCles? 

ACT 290 (S.B. NO. 1160) A Bill for an Act Relating to Electric Vehicles 

Be It Enacted by the Legislature of the State of Hawaii: 

SECTION 1. The legislature finds that the State relies primarily on the consumption of 
imported· .. oil to satisfy its energy needs. The legislature fuither finds that .because oil is a lim.ited 
resource, the State must develop and implement mechanisms tO reduce the-consumption ofoil'iind 
other petroleum-based produCts in Hawaii. 

The 'legislature further finds that the· residents of the State consume a large quantity ·of 
gasoline for motor vehicle use. According to recent statistics, there. a:re over 900,000 registered 
motor vehicles on Hawaii's roads and highways. Because of this, Hawaii'S drivers consumed over 
375 million gallons of gasoline in 1990. 

One. possible mechanism of reducing the consumption of petroleum products is to.promote 
the. use of newer technologies in everyday life. The legislature recognizes that many advances have 
already been made in the field of transportation. The emergence of alternatives to fossil-fueled 

- vehicles. has the i>otential to signific<intly reduCe our dependency on petroleum-baSed products. 
The purpose of this Act is to: 

1. Improve the transportation of people -and .goods through the expanded use of electric 
vehicles by undertaking a program of financial 3.nd regulatory in~entives designed to 
promote the purchase or lease of suCh v6hicles; 
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. 2. Obtain the benefits to the sta:te e~onomy of lessened dependence. on imported petroleum 
' .. products through gre~ter relianCe on vehicles. that utilize domestically-produced elec­

tricity as a sourc.e· of energy;, and ' 
· 3. Pre·serve and enhanCe aif qlJalit)/ by encouraging the wid~spreact use of vehicles 

ihat .are emissions-free· in operation. - · 

SECTION 2. It is the policy of the ·State to suppOrt the developinent and widespread 
consumer acceptance of electric vehicles within the State. This policy is intended to accel­

erate the use of a substantial number of el!!ctric vehicles in the State tq attain significant 
reductions in air pollution, improve energy efficiency in transportation, and reduce the 
State's dependence on imported oil or petroleum products. Exempting electric vehicles 
from various requ'irements applicable to conventional, internal combustion engine¥powered 
"vehicles may encourage operators to choose electric vehicles. 

SECTION 3. The department-oftransportation shall: 

1. Establish and adopt rules pursuant to chapter 91, Hawaii Revised Statutes, for the regis¥ 
tration of electric vehicles in this State; and 

2. Establish imd ·iS.sue a special' license plate to designate that the vehicle to which the 

license plate if? affixed is an electric vehicle. 

SECTION 4. An ele_ctfic vehicle on which·a license plate described in section 3 is 
affixed shall be exeinpt from: ' 

1. The paymept of parking fees, including those. collected through parking meters, 

charged by any governmental authority, other than .a branch of the federal gov¥ 

emment, when being operate~ i? this State; and 

2. High occupancy vehicle restrictions or Other traffiC control measures. 

SECTION 5. For a period of 5 years from the effective date of this Act, the motor 
vehicle registration fee and other fees, if_imy, assessed upon or associated with th~ regis­

tration of an electric vehicle in this State, including any fees associate with the issuance of 
a license plate described in section 3, shall be waived; provided that the dep~ent of 
transportatiOn shall review the incentive _program every two years to determin,e the proper 
level of incentives for continuation of the program_. 

SECTION 6. This Act shall take. effect on July!, 1997.. 

4. Selected characteristicS from a handful Of large ETC systems are presented below (all reflect 
1997-1998 conditions). Search literature sources as w~ll as the lrttemet to update the information 
shown here: 

Singapore. The Phillips Singapore:-Mitsubishi consortium was awarded a contract after extensive 
trials of three competing consortia. It received an order for 1.06 million AVI -tags and the iinple:­
mentation of a ETC system with 60 gantries. Motorcycles, vibration, and radio-frequency inter-
ference have been reported as challenges to achieving accuracy goals. · 

Toronto. The modern boothless ERP system on Highway 407 is open for vehicles with and without 
AVI tags. They charge lO¢/km for passen'ger cars during peak, 7¢ off-peak, and 4¢ at night time. 
Vehicles without transponders pay the same tolls plus a fixed charge of $1 (all figures in Canadian 
currency); they are identified and billed with a camera-based license plate recognition system. 

New- York. EZ-pa.ss implementatiOn of ERP through conventional plazas. Traffic speed imprOved 
from a ctawlirig l'Rto 18 kmlh to a tlowing·40 kmih. The people¥operated lanes on the TappanZee 

Bridge toll Plaza serVe.. 350 to 400 yehlh; AVI toll lanes have a top service rate of 950 to I ?DO vehlh. 
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Orlando-Orange County ExpressWaY. The FlOrida DOT ·has contracted Amtech to expand the 
SunPass ETC system with AVI through eXisting toll plazaS ·at a cost of $39 million for 455 toll 

.limes. The. meas'Ured throughput of _the ·dedicated AV~ lane increased by 154%; 

Oklahoma.Turnpike. ETC in operati9n SinCe 1991 has helped to achieve savings by attrition 
(retirements), not layoffs. The annual cost to ·operate a automatic lane is est~mated at $15,800 
versus $176,000 for a manually supervised lan.e. 

5. Use the Internet site referenced in Table 6.5.7 and the ETIM-on-the..,web and California PATH 
· program's LeaTning from the Evaluation and Analysis ~f Performance (LEAP) Internet database 

to identify other locales with ETC and to develop -summaries 'similar to those in Exercise 4. 

REFERENCES 

6.1 MABEE, N. B., and B. A. zu·MWALT, Review of Downtown People Mover Project Proposals, The 
MITRE Corporation, Urban Mass Transportation Administration Report No. UMTA~IT-06~ 
0176-77-1, 1997. 

6.2 HOEL, L.A. (Ed.), Advanced Urban Transportation Systems, Transportation Research Institute, 
Carnegie-Mellon University, Pittsburgh, PA, 1970. 

6.3 ENO FOUNDATION FOR TRANSPORTATION, Transportation in America: A Statistical AnalysiS of 
Transportation in the United States, 8th ed., Washington, DC, 1990. 

6.4 RlBNER, R. H., Ridership Operations, Transportation Research Board, Special Report 193, 
1981. . 

6.5 ESsENER VERKEHRS, A. G., Spurbus Essen: lnfonnation on the Research and Development Pro­
ject Guided Bus Essen, 1986. 

6.6 EUROPEAN CONFERENCE ON MINISTERS OF TRANSPORT, Changing Patterns of Urban Travel, 
Paris, 1985 .. 

6.7 U.S. DEPARTMENT OF TRANSPORTATION, 1990 Nationwide Personal Transportation Survey~ 
Washington, DC, 1991. 

6.8 PAVLOU, S., Negotiating for Part-Time Operators in Seattle, Washington, Report CETP~TS-78~ 
2, University of Hawaii, Honolulu, HI, 1978. 

6.9 THOMSON, W., A Preface to Suburban Economics, in the Urbanization of the Suburbs, Sage Pub~ 
· lications,pp.409-430, 1973. 

6.10 BUREAU OF TRANSPORTATION STATISTICS, ·Transportation Statistics-Annual Report 1997, 
BTS97-S-01, U.S. DOT, 1997. 

6.11 URBANIC, T., Management of Suiface Transportation Systems; National Cooperative Highway 
Research Program, Synthesis 259, Vol. 1, TRB, National Research Council, 1998. 

6.12 ALLEN, W., D. Lru, and S. SINGER, "Accessibility Measures of U.S. Metropolitan Areas," 
Transportation Research, 27B (1993): 439-449, Pergamon Press, Oxford, UK. 

6.13 TRANSPbRTATION RESEARCH BOARD, Curbing Gridlock, Special Report 242, Vols. I and II, 
National Research Council, -1994 . 

. 6.14 LoMAX, T. et al., Quantifying Congestion, National Cooperative Highway Research Program, 
Report 398, Vol. 1, TRB, National Research Council, 1997. 

6 .. 15 CERVERO, R., Suburban Gridlock. Center for Urban Policy Research, Rutgers University, New 
Brunswick, NJ, 1986. 



(. 
Part2 Transportation Systems 315 

6.16 Learnirig from the Evaluati6n and Analysis of Performance (LEAP) Internet Database at 
--

1 
www.path.berkeley.edu/-leap!EP/Electronic_Payment/; Partners for Advanced Transit and 

. Highways (PATH),.1996. 

6.17 STATE OF- HAWAII~ DEPARTMENT: OF_ TRANSPORTATION, Hawaii Telework Center: Demon­
sti-ating Innovati¥e Ways to ~edUce Traffic Congestion, 1989. 

6.18 FIELDING, G., and D. KLE~N, "Hot ·Lanes: Introducing Congestion-Pricing, One Lane at a 
Time," A~cess, No.11, University of(:alifornia Transportation Center, Davis, CA, Falll997. 

6.19 JAGODA, A, _and M. DEVILLEPIN,Mobile Communications, John Willey, Chic~ster, England, 1993. 

6.20 EATON, D., M. DASKIN, D. SIMMONS, B. BuLLOCH, and G . .JANSMA, "Detennining Emer­
gency Medical Service Vehicle Deployment in Austin, Texas," lnt~ifaces, 15(1): 96-108, 1985. 

6.21 SCRASE, R., "Smarter Fire Fighting: In-Cab Computers Improve Effectiveness and Safety," ITS 
Int'l, May/June 1997. · · 

6.22 REISs, R., and R. GoRDON, "TeleComillunication Design: A Logical Approach," COMTrans, 
August/September 1996. 

6.23 U.S. DOT, The National Architecture: AFrameworkfor Integrated Transportation into ihe 21st Cen­
. tury, CD-ROM, Washington, DC, 1998. 

6.24 LYoNs, G., and M. McDoNALD, ''Traveller Information and the Internet," Traffic Engineering 
and Control, January 1998, pp. 24-31. 

6.25 ORGANJZATION FOR EcONOMIC Co-OPERATION AND DEVELOPMENT, Route Guidance aitd 
In-Car Communication SyStems, Road.Transport Research Series, 1988. 

· 6.26 REICHART, G., "Drivef Assistance: Concepts of the Future .Individual Mobility," Traffic Tech­
nology Int'l, 1997. 

6.27 STAINFORTH, R., "LEDs Light the Way," ITS lnt'l, September/October 1997. 

6.28 The :MITRE Corporation, Intelligent Transportation Infrastructure Benefits: Expected and ' 
Experienced, Report to the FHWA, 1996. 

6.29 HARRIS, R., Transport Telematics, Report for European Commu.nity Directorate Generale XIII, 
The Lingfield Press, Ltd., 1997. · 

6.30 KATTELER, H., Acceptance and Impacts of RDS!FMC Traffic Information: Results of the AJT­
Cross-Project Collaborative Study, CORD AC16, VoL 3,Brussels, 1995. 

6.31 BECCARIA, G., and M. HOOPS, In-Vehicle Route Guidance: Results of the AIT Cross~ Project 
Collaborative Study, CORD AC16, VoL 4, Brussels, 1996. 

6.32 PALMER, D., "Managing Urban Parking Space;' !TS lnt'l, March 1996. 

6.33 CASSIDY, S:, and G. TANNER, PubliC Trimsport Inf£?nnat;·on: Results of the AJT Cross-Project­
Collaborative Study, CORD AC16, VoL 6, Brussels, 1996, 

6.34 BLYTHE, P. T., and N. THORPE, Smart Cards in Tr'amport: Results- of the ATT Cross~Project . 
Collaborative Study, CORD AC16, VoL 7, Brussels, 1996. 

6.35 EUROPEAN COMMIS-SlON, DIRECTORATE GENERALE XIII, CALYPSO, Tefematics Applica­
tions Programme, 1998. 

6.36 HIGHWAY INDUSTRY DEVELOPMENT ORGANIZATION, Handbook:' bitdligi!nt Transport Sys-
, terns in Japan, 1997. . ,,., 

6.37 MINNr:.SOTA DOT and SRF CONSULTING GROUP, INC., Field Test of Mon{toring of Urban 
Vehicle Operations Using Non-Intrusive TechnolOgies, Report FHWAwPL~97...0l8, 1.9~7. 

6.38 BOGAERT, M., L. CYPERS, and F. LEMAIRE, "Safety and Efficiendy by Video," Traffic Tech: 
nology lnt'l, 1997. 



316 Urban and Intelligent Transportation Systems Chap. 6 

6.39 MICHALOPouLos, P. 1 and C, ANoERs(>N, "Costs and Benefits of Vision-Based, Wide-Area 
Dete_ction in Freeway.-Applications;' Tran~portatioiz Research Record .1494 (1995): 40-47. 

6.40 DucKwORTH, 9· et al., "A _Comparative. Stud'y ofTraffic Monitoring Sensors," Proceedings of 
. 19941TS America Meeting. Atlanta, GA., April -1994. 

6.41 'McCoURT, R. -$., TraffiC Signal MaintenGn·Ce and DeSign Survey, ITE District 6, 1998 (Visit 
the ITE District 6 WejJsite for ·updated survey summaries.) 

6.42 CONRAD, M., F. DION, and S. YAGAR, "Real-Time_Traffic Signal Optimization with Transit Pri­
ority: Recent Advances in the SPPORT Model," Presented at 1998 Annual Meeting of the TRB. 

6.43 CrrYOFLoS ANGELES DEPARThlENTciFTRANSPORTATION,ATSAC Evaluation Study, June 1994. 

6.44 'BRETHERTON, D., K. WoOD, and N. RAHA, "Traffic Monitoring and Congestion Management 
in the SCOOT UTC System," Presented at -1998 Annual Meeting of the TRB. 

6.45 HARRIS, R., and M. JUHA, "Making S~nse ,f Traffic Surges," ITS Int'l, No. 6: ''82-85, Sep-
tember 1996. · 

6.46 HuNT, P. B .• D. I. RoBERTSON, R. D. BRETHERTON, and R. L. WINTON, SCOOT: A Traffic 
Responsive Method of Coordinating Signals. Report 1014, TRRL, Crowthome, UK, 1981. 

6.47 RAGSD~LE, P., "AUSCI-SCOOT:·A Transatlantic Partnership for Minneapolis;'' Traffic Tech­
nology Int'l, December/January 1998. 

6.48 LOWRIE, _I>., SCATS, Sydney Co-Ordinated Adaptive Traffic System: A Traffic Responsive 
Method of Contro!Ung Urban Traffic, Roads and Traffic Authority of New South Wales, Traffic 
Control Section. 28 pp .• 1990. 

6.49 WoLSHON, P., and W. TAYLOR, "Analysis of tntersection Delay under Real-Time Adaptive 
Signal Control," Presented at' 1998'Annua1 Meeting of the TRB. 

6.50 YINGER, S., "AUTOSCOPE and SCATS Together in FAST-TRAC," Traffic Technology lnt"l.; 
August/September .1997. 

6.51 GARROW, M., and R. MACHEMEHL, "Development and Evaluation of Transit Sign:al Priority 
Strategies," Presented at 1998 Annual Meeting of the TRB. 

- 6.52 AL-SAHILI, K., and W. TAYLOR, "Evaluation of Bus Priority Sig?al Strategies in Ann Arbor, 
MI," Transportation Research J?,ecord 1554 (1996): 74-79. 

6.53 _I~sTrruTE FOR TRANSPORT StuDIES, Sele~ted Vehicle Priority in the UTMC )!:n.vironinen.t, 
Universit)rofLeeds, 1998 (ww~.itsJeeds.ac.uk/projects/spruce). 

6.54 SoLoMoN, M.,_A Review of Ahtom(JJiC' Incident-Detection Techniques, ADVANCE Project, 
·Northwestern U~iversitY, Evanston, IL, August 1991. 

6.55 STEPHANEDES, Y., and 'I. HOURDAKIS, "Tran.sferability of Freeway Incident Detection Algo­
rithms," Transportation' Research Recor'd.l554 ~1996): .184-195. 

6.56 DIA, H., and G. RosE, "Development and Evaluation of Neural Network Freeway Incident· 
Detection Models Using Filed Data," Transportation Research; Pergamon Press, Part C, Vol. 5, 
No 5, (1997): 313-331. 

· 6.57 BRETHERON, D., "Current developments in SCOOT:. Version 3," Transportation Research 
Record 1554 (1996): 48-52. 

6.58 TRANSPORT,0.TION RESEARCH BOARD, Freew(;ly Corridor Management, National Cooperative 
Highway Research Program, Report 177, National Research Council, 1992, 

6.59·. TRANSPORTATiON RESEARCH BOARD. Freeway Incident Manitgement, National Coopetative 
HighWay Research.Progr_am, Report 156, National Research Council, 1990. 

6.60 REISS, R. A., and W. M. DuNN, Freeway Incident Management Handbook, FHWA; 1991.. 

'-();61 KAS.0-MOTO, K., and P. PREVEDOUROS, jncident Management in-Honol~iu, Research Rep~rt 
UHM/C:E-98-05-, Department of Civil Engineering,, Univer:sity o~ Hawaii, Honolulu, HI" 1998. 



Part 2 Ti'anspdrtation SyStems. 317 

6.62. PIOTROWITZ, G., and J.· ROBINSON. Ramp Metering Status- in·Nortfi: Ameri'Ca.·· 1995 Update. 
FHWA. u.s. DepartmentofTr:msportation, 1995 . 

. 6.63 ELEFrERIADOU,-'L.,·R.-Ro:e:s·s, _rind·w. McSHANE. "Probabilistic NatUre of ~wn at 
Freeway·Merge-.JunctirmS," TransPoriationR:esiarchJ?.eco,rd !48'4 (1995)~ g~89. 

6.64 HENRY, K., and 0. MEYHAN, 6 Year FLOW Evaluation, Washington State DOf, District l, 19'89. 

6.65 CbNCORAN~ L., and G. HicKMAN~ ·~reeway Ramp: Metering Effects in Denver,~ Compendium 
ofTechnical Papers, ITE Annual Meeting,, 1989'·. 

6.66 PAPAGEORmou, M., H-. RAJ-SALEM, and F. MIDDELHAM, "AL!NEA Local Ramp 
Metering: Summary of Field Results;' Paper presented at !997 Annual Meeting of the 'IRB, 
Washington, DC. · 

6.67 ALEXIADIS, V., and J. ScHMIDT, "Ramp Metering:' A System Concept Design Methodology," 
· Proceedings of ITS America Annual Meeting, VoL 2 (1994}: 861-866: 

6.68 YAGAR, S., "Predicting the Impacts of Freeway Ramp Metering on Local Street Flows and 
Queues;• Compendium of Technical Papers, ITE Annu~l Meeting,l989. 

6.69 NsoUR, S., S. COHEN, J. CLARK, and A SANTIAGO, "Investigation of the impacts of Ramp 
-Metering on TraffiC Flow with and without Diversion," Transportation ~esearch ReciJrd-_1365 
(1992): 116-124. 

6.70 ZHANG, H., S. RITcHIE, and W. REcKER, "On the Optima! Ramp Control Problem: When Does 
Ramp Metering Work?" Paper presented at 1995 Annual Meeting of the 'IRB,Washington, DC. 

6.71 BANKS, J., '"Performance Measurement fOr a Merered Freeway Systeni,~'-Pa'per pres~pted at 
1988 Annual Meeting of the TRB, Washington, DC 

6.72 BANKS, J., ''Two-Capacity PhenOmenon at :freeway Bottlenecks: A Basis for Ramp Metering?" 
Tr~nsportation Research Record 1320 (1991):·83-90. 

6.73· HELLINGA, B., and M. VAN AmiDE, "Examining the Potential of Using Riimp Metering as a 
Component of an ATMS," Transportation Research Record 1494 (1995): 75-83; 

6.74 EITM on the Web at wwW:ettm.com. 

6.75 ROBERTS, S;, "Liability and ITS," Traffic Technology lnt'l, October/November 1997. 

6.76 LEE, R., "IDAS: Planning ITS into the Mainstream;· Traffic Teclmology lnt'l, August/September 
1998. . ' 



Transportation Planning 

7.1 INTRODUCTION 

Much has been writtenaboutthe subject of planning and the role of the professional planner 
in various societal functions. One hears of urban, economic, financial, corporate, industrial, 
water' resource, -environmental, and many other kin(ls of plan·ning. In the field of trans­
portation, ·professiOnal designations, such as highway planner; airport planner, and urban 
transportation planner,. are common. Clearly planning iS: considered· an important function 
in modem society, and whatever this function is, it haS a specific focus, that is, it coricen­
trates on particular areas, subjects, .or systems. 

For the purposes of this book, planning may be defined as the activity or process that 
_examines the potential of future actions to guide a situation or a system toward a desired 
direction, for example, toward the attainment of positive goals, the avoidance of problems, 
or both. As the conceptual, premeditative l?rocess that precedes a decision to act in a cer­
tain- way, planning is a f~mdamental characteristic of all human beings. However, a:s a 
.focused professional discipline, pl?nning is vi-ewed in a wider, yet bounded, context. 

The most important aspect of planning is the fact that it is oriented toward the future: 
A plannin·g activity occurs during one time period but is concerned with actions to be taken 
at various times in the future. However, although planning may increase the likelihood that 
a recommended action will actually take place, it does not guarantee that the planned acti9n 
will inevitably be implemented exactly as C?nceived_ and on schedule. Another time element 
of importance to planning's forward-looking perspective is the lag between the time when 
the action is to be taken and the time when its effects are felt. This time lag depends on many 
factors, including the scope and magnitude of the contemplated action. 

lt -is often said that everything is related .to everything else. Therefore any event or 
human action affects everything else, ultimately in ways rpat are beyond the limits of human 
compr~hension. As a matter of practicality, planning is not a search for ultimate answers 

:1;18 
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but only .'a means to specifi~ ends based on the proposition that better conditions would 
_result from premeditative as' opposed ~o impulsive actions. How much premeditation is nec­
essary (i.e., how much planning is good planning) in a particular situation is always an open 
ques.tion: Too little planning is .almost lil<e lil{) planning, and too much planning is self-

. defeating, as it leads to inaction.:. or 

By necessity, any particular planning effort has a limited scope and is oriented toward 
bringing about specific desirable ends. Whereas desirability cannot be divorced from the 
value system of human heings, planning is necessarily dir~ected toward the satisfaction of 
the goals and objectives of partic!llar groups of people. Within its social context, however, 
planning ~nnot afford to ignore thf: reactions of other groups; it must in fact, anticipate 
these responses as well. In addition, when the group on behalf of which planning is under­
taken is heterogeneous, the planning effort must deal with the presence of internal conflicts 
relating to specific objectiVes and aspirations. This is especially critical when the govern­
ment participates in: or regulates the planning effort. 

The fundamental purpose of transportatio_n is to provide ef-ficient access to various 
activities that satisfy human needs. Therefore the general goal of transportation planning is to 
accommodate this need for mob;ility. Withi'n specific contexts, however, such-questions as 
whose mobility, for what purpose, by what means, at what cost and to whom, and wh9 should 
do the planning and how, are not amenable to easy answers. Contemporary responses to these 
questions are largely rooted in history and have been influenced by a confluence of many fac­
tors, including technological innovations, private interests, and governmental policies. 

The purpose of this chapter is to illustrate the dynamic nature of transportation plan­
ning by briefly tracing this evolutionary process for the case ofland transportation. The 
main objective of the chapter is to bring about an appreciation of the complexity of the 
transportation planning methodology, which certainly has not reached a historical finality, 
and to highlight, in broad strokes, its most.fundamental elements. More detailed coverage 
of the colorful history of the U.S. dansportation system and of evolving transportation plan­
ning issues may be found in the literature (e.g., Refs. [7.1-7.8]). 

Section 7.2 presents the development of the major intercity and urban transportation 
sYstems in the United States. The reason that this material is included here goes beyond a mere 
interest in histmyfor its own sake. The intent is to help the reader follow how the e]ements of 
~he contemporary transportation planning process and related planning methods evolved. 

For each historical period the reader is encouraged to contemplate several important 
questions, particularly those relating to the effect of technology and the ever-evolving 
dynamic relationship between ·the roles of government and the private sectbt:. AmOng these 
are the following: 

1. , What was the extent and technology of the transportation system? 

2. What were the pressing transpOrtation conCerns of the time? 

3. Who had the responsibility for the planning, design, and operation of transportation 
facilities and services? 

4. What direct and indirect government actions at the local, state, and federal levels 
influenced the development of the transpmtation system and the establishment of 
transportation planning requirements? 

5. Wha(was the rationale for these govern~ental actions? 
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A review of Section 1.3, which discusses. the role.of government in general terms, 
iricluding its motives and instrumeiits, .is recommended at this poillt as it provides a general 
frameworkforunderstanding the specific governmental actions discussedin this chapter. 

Section 7;3 addresses the development of a formal urban transportation planning 
process. It shows that modem urban transportation glanning has, to a considerable degree, 
evolved in response to ·pressing social, economic, and environmental concerns. 

Section 7.4 provides the background to ·the development of contemporary trans­
portation planning methods and techniques to place the material covered in Chapter 8 in its 
proper perspective. Section 7.5 presents some Wider issues .related to transportation plan-
ning applications, including land-use modeling. ' 

7.2 HISTORICAL DEVELOPMENT IN THE UNITED STATES 

7 .2. 1 Colonial Era 

The migration of-European settlers to North· America, which led to the establishment of 
cities, occurred by\ea. Thereafter water transportation using the coastline and natural inland 
channels was the major form of long-dis(ance transportation. Chattered privately owned fer­
ries offered for-hire service on the rivers. Movement oVer land utilizing human and animal 
power Was cumbersome and was inhibited by topographic obstacles. Following English 
practice, .the responsibility for planning, building, and maintaining roads rested with local 
jurisdictions. The use of these primitive roads by travelers was free of charge and their con­
struction and maintenance were accomplished primarily by statute labor, an English practice 
lhat required all men over 16 years of age to work on the roads on appointed days. 

7 .2.2 Turnpikes and Canals 

Following the War oflndependence, the new nation was underdeveloped, and its immediate 
transportation needs were primarily related to simple accessibility between the cities lying 

, primarily on the eastern seaboard and toward the unexplored lands to the west. Available 
technoiogy consisted of wagons and coaches for land transportation and boats and barges 
for movement on rivers and canals. Two major problems that haQ to be overcome were 
topography and finance. Because of debts incurred during the war, the states were not in a 
financial position to accommodate increasing demands to provide the needed facilities. 
Some states adopted the. practice, introduced in England a century earlier, .of allowing pri­
vate companies to plan and construct transportation linkages and t9 charge tolls for their 
use, This practice ushered in the turnpike and canal eras, during which hundreds of com­
panies were chartered by the states to operate as regulated monopolies. Turnpikes wer~ 
named fora pike, or pole, that was turned (o allow access to the roadway after the payment 
of the toll. Minimum design standards such as roadway width and maximum gradients were 
usually included -in the charter requirements. The states participated in varying degrees in 
the construction ofthese facilities by conferring the right to eminent domain for the taking 
ofland and building materials, by subscribing to company stock, and in some cases by pro­
viding direct subsidies. The most notable canal, the Erie Canal, opened in 1825. 

At the beginning the rok of the federal government was confined to the building of 
military roads. Otherwise a strict interpretation of the U.s: Constitution commanded respect 
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forth~ sovereignty of the :states in m~tters of local concern including transportation. Indi­
rectly, however, the federal government aided transportation development through la~d sur­
Veys· of its territorial.ho1dingsl· the .sale of Which was its major source of income. The first 
national transportation facility inventory was undertaken in 1807 by the secretary of the 
treasury, Albert Gallatin, who. in his report a year later clearly recognized the importance of 
a good national transportation system to the growth and unity of the nation. Gradually the 
federal government took carefully measured steps toward land grants to the states for roads 
and canals. It also moved toward the allocation of proceeds from land sales to the states to 
be used for transportation development, among other purpos,es. A notable exception to the 
hands-off federal policy was the construction, after bitter debate, of the first national road, 
the Cumberland Road, through Maryland, Vrrginia, and Pennsylvania. This road was later 
extended to Ohio, Indiana, and Illinois. Inadequate congressional appropriation for mainte­
nance and a detemtination that the ~federal government was not empowered to charge user 
tolls led to the transfer of the road to the aforementioned states. 

On the technological side, turnpike pavement construction of the heavily traveled 
routes initially employed the French method of building a heavy stone structural founda­
tion. By 1820the macadam method( named after the Scottish engineer John McAdam) was 
preferred. This method relied on the strength of the native soil, over which thin layers of 
small stones were packed for protection. In the area of water transportation Fulton's suc­
cessful, although not original, demonstration of steam power on the Hudson in 1807 
enhanced the efficiency of this mode and eliminated the need to pull canal boats by horses, 
which walked along the shore. The network of individually plarmed turnpikes and water 
lines formed the basic long-distance transportation system of the nation until the arrival of 
the railroads. -l 

7 .2.3 Railroads 

In their infancy during the early part of the rtineteenth century railroads were expected 
merely to provide a better roadbed for animal-drawn vehicles. The introduction of the rail­
road steam engine altered this notion and gave rise to railroad comparties essentially as they 
are now known. Railroad planning and development followed the paradigm of turnpikes 

· and canals but on a grander scale. The states extended charters to railroad comparties on a 
line-by-line basis. When a standard gauge evolved, short lines were consolidated into fewer 
but larger entities. The superior performance and efficiency of the new technology caused 
the demise of most private tnmplkes and canals. 

The federal government contributed to the development of the railroads in tbe West 
via land surveys conducted by the U.S. Army Corps of Engineers between 1824 and 1838, 
by the imposition of tariffs on imported iron in 1832 to support the United States iron 
industry, and, beginning in 1850, by land grants to the railroads. In return, the recipients of 
land grants agreed to carry the U.S. mail and troops. The first transcontinental railroad was 
ordered by the Pacific Railroad Act, signed into law by President Lincoln in 1862, and was 
completed in 1869 with the driving of the golden spike at Promontory, UT. The oligopo­
listic advantage enjoyed by the railroad companies began to be moderated by a series of 
government regulatory actions, which led to the passage of the 1877 Interstate Commerce 

·· . Act. With regard to therallroads, this law provided for the regulation of rates and included 
· ':seve.ral apticollusion clauses. The Interstate Commerce Commission (ICC) was established 

by this act to carry out its provisions. 
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As mentioned "earlier, the railroads were favored by the government through the 
granting of eminent domain, that is, taking privalely owned land for "public" purposes at 
"just" compensation. This, along with the fact that each railroad operates on its. own right­
of-way, generated excess capacity because ·of. a multitude of parallel lines developed 
between destinations. Unti11975 the railroad industry was heavily regulated by the federal 
government through the ICC whose power was strengthened by the ffepbum Act of 1906 
and again by the Transportation Act of i920. By the 1960s the railroads were encountering 
serious competition from the trucking industry that were supported by the large federal out­
lays toward the construction of the interstate highway system (see the next section). Ham­
pere<j by heavy economic regulation, the railroad industry appeared to be. on its deathbed. 
Due to their decline, abandonment of trackage was a necessary step for a large numher of 
railroads. However, abandonment had the potential to cause major .economic impacts to the 
regions served .by the lines proposed to be abandoned; thus ther:e was ·substantial resistance 
for the approval of such proposals. 

The federal government. ca~e to the re.scue with the signing of the Rail Passenger 
Service Act in the fall of'l97 L This act established the National Railroad Passenger Cor­
poration. Initially called "Railpax" but eventually named Amtrak (':American; Travel and 
Track"), this quasi-public corporation was chmtered by Congress to operate almost all 

· intercity rail passenger service under contract ~ith the railroads and with heavy capital and 
operating subsidies .fi·om the. federal govyrnment. 

On the freight transportatiqn side, the Regional Rail Reorganization Act Of 1974 cre­
ated the Consolidated Rail Coz:poration, Conrail. The intent of this act was. to allow Con­
rail to rebuild and qperate the raH freight network in the Northeast and Midwest regions of 
the country and, upon reaching profitability, to return control to the private sector. Conrail 
commenced operations in 1976. In the rest of the country, particularly west of the Missis­
sippi, a series of mergers and acquisitions facilitated by loosened regtllatofy structures, 
resulted in a small number of consolidated railroad companies, such as Union Pacific (UP) 
.and Burlington Northern and Santa Fe (BNSF). · · ' 

The Railroad Revitalization and Regulatory Reform (4R) Act of 1976 made aban­
donmerlt of trackage easier for railroads, while it was shown that hardship in the affected 
area:s was hardly experienced because the motor carrier industry quickly filled the void. 
Furthermore, the 1980 Staggers Act gave tl1e railroad industry the ability to compete under 
free-market conditions by making m_ajor changes in the regulation ofrates. The next year 
marked Conrail's first year of profitability, and the system was sold by the government 

. groU:p -of private investors in 1986. 
Two major federal actions were taken during the mid-1990s. In December 1994, 

faced with severe budget deficits, the U.S. Congress debated whether to continue its sup­
portof Amtrak and concluded by directing the company to take actions toward self-sufficiency 
by the year 2002. In response Amtrak developed a strategic plan that included the strength'" 
E:ning of partnerships with state depaf:trnents of transportation, expanding nonpassenger 
revenues from retail operations at rnajofs_tations, leasing its right-of-way for the placement 
of fiber optic cables, and expanding its mail and express service operations. It also 
announced the selection of a vendor to construct, by late 1999, the first high-speed rail 
service capable of reaching speeds of !50 mi/h between Boston and Washington, DC. ln 
August 1998 Amtrak unveiled the Midwest Regional Raiflnitiative, a visionary plan con-

. ceived in cooperation with several states and the Federal Railway Administration. This plan 
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. included a 3000-mi high-speed (11 0 mi/h) network centered in Chicago to be fully imple" 
mented by the year 2006. . , ' · , 

The second major federal action that affected freight and passenger rail services was 
· the passage of the 1995 Interstate Commerce Commission Termination Act This act abol­

ished the ICC, eliminated certain onerous ICC functions, and transferred the remaining eco­
nomic regulations to the SUrface Transportation Board, an independent adjudicatory body 
administratively housed within the U.S. DOT. It was under this new environment that the 
major initiatives and consolidations described earlier occurred. 

7.2.4 Rural Highways 

Under local control, statute labor laws, and other sources of local support, urban streets 
were kept in a reasonably adequate condition. Outside the cities, however, the same could 
be said only for short roadway spurs connecting farms and towns. The importance of good 
roads was appreciated but the means necessary to plan, finance, construct, and maintain 
them was lacking. Toward the erid of the nineteenth century a good-roads movement swept 
the country. Newly formed associations of recreational bicyclists who had begun to brave 
the C<)Untryside played a pivotal role in this movement, which was consistent with .the later 
strengthened U.S. tradition of organized citizen participation in public planning and deci-
sion making. · 

The states assumed an active role in 1880 by extending aid to the counties and munic­
ipalities for the construction of public highways and by establishing highway or public 
roads commissions empowered with varying degrees of advisory, supervisory, and planning 
responsibilities. The Commonwealth Highway plan enacted by the Massachusetts legisla­
ture in 1894 was perhaps the first attempt at planning a connected statewide network of 
public roads. 

Two experimental programs, both approved in 1893, marked the formal reentry of the 
federal government in the planning of rural highways. First, the U.S. Congress approved a 
mail-delivery experiment on specially designated rural routes beginning in 1896. Later pro­
gram expansions provided a strong incentive to the states to improve certain roadways in 
order to qualify for mail-route designation. Second, a temporary Office of Road Inquiry 
(ORI)·was established within the U.S. Department of Agriculture to undertake research in 
road-building methods and to disseminate its findings to the states. The ORI's 1899 suc­
cessor, the Office of Public Road Inquiry (OPRI), was merged in 1905 with the Division of 
Tests of the Bureau of Chemistry that had played an instrumental role in road-building 
materials research to form the Office of Public Roads (OPR), the precursor of the Bureau 
of Public Roads (BPR). Much later, in 1966, the BPR was absorbed into the Federal 
Highway Administration within the then-formed U.S. Department of Transportation. 

The early planning-related pioneering work of the OR! included the preparation of a 
national inventory of macadamized roads, the Good Roads National Map, and the compi-

. lation of statistics relating to road usage, including quantified data on trip lengths and user 
costs for the transportation of farm products. To help meet its charge to disseminate its find­
ings relating to road-building technology, the OR! initiated the construction of short seg­
ments of demonstration roads. In the meantime technological advances were rapidly 
bringing the motor vehicle (electric, steam, and gasoline-powered) to the forefroqt of U.S. 
transportation. In 1912 a congressional appropriation was approved, which authorized an 
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experimental determination of the ability of goQd roads to effect savings to the U.S. Post 
Office's rural mail delivery, The first full-fledged federal highway aid was extended to the 
states via the Federal Road Act of 191'6; which established a 50-50 construction-cost 
sharing between the federal government and· the states, with the federal contribution to each 

. state determined by ·a formula. During World War I the federal government seized the rail­
roads and established the Federal Railway Adntinistration to operate them. In addition, it 
designated a number of military highway routes for use by an increasing number of heavy 
trucks. This development had three major effects on highway planning after the war: (1) It 
supported the growth of long-distance trucking; (2) it renewed the need for improved road­
building; and (3) it emphasized the need for a physical continuity of the intrastate and inter­
state highway systems. 

The Federal-Aid Highway Act of 1921 required each state to designate up to 7% of 
their existing highways as part of a national system that would be eligible for federal aid. 
The BPR established cooperative agreements with some states to aid in the planning and 
Iopation of this sy~stem. In the process innovative survey methods and studies were devel­
oped that had a profound effect on the shaping of transportation planning. These studies 
included: 

the ownership of motor vehicles;· the seasonal, monthly and daily variations in- traffic; 
the origin and destination of cargoes; the size and weight of trucks . .. .-In later studies, 
they examined driver behavior-the average speeds of drivers traveling freely on the 
highway and their observance of traffic laws, such-as those prt?hibiting passing on hills 
and curves. In Maine, the researchers discovered a historical relationship betweeq 
vehicle ownership, population and traffic. By projecting historical trends ahead, they 
were able to make fair estimates of traffic 5 years in the-future [7.1, p. 122]. 

Highway construction benefited during the Great Depression from federal work­
relief programs. In 1934 the Hayden-Cartwright Act permitted the expenditure of up to 
1.5% of federal highway funds to be used for "surveys, plans, and engineering investiga­
tions of projects for future construction." This led the states, through their highway depart­
ments; to undertake massive needs studies by projecting population, traffic volumes, and 
vehicle ownership trends into the future. The projections were used to identify highway 
capacity deficiencies, which in turn guided the overall highway planning effort. 

The Federal-Aid Highway Act of 1944 set the nation's sights toward a national system 
of interstate highways and provided for urban extensions of this system. In 1945 the Amer­
ican Association of State Highway Officials (AASHO), a cooperative organization estab­
lished in 1914 dnring the good-roads movement, adopted a set of geometric design policies, 
which became the precursors of the contemporary standards discussed in Chapter 2. 

The worldwide political instabilities that followed World War II led to a requirement 
in the 1948 Federal-Aid Highway Act for a cooperative federal~state study to assess the 
nation's highway system from the perspective of national defense. This study revealed sig­
nificant deficiencies in many aspects, including a lack of adequate and.uniform geometric 
designs, and encouraged a stronger federal role in the planning of national highways. About 
the same time and because of insufficient highway revenues collected from user charges, 
the states embarked on the construction ofhigb-standard toll highways that mostly followed 
or paralleled the national interstate system. Most of these publicly owned turnpikes opened 
between 1948 and 1954 when this type of state financing appeared to be the direction of the 
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future. This trend, however, was rev<;rsed after the extension of federal funding to the sec-
. ondary system of highways and the passage of the Federal-Aid Highway Act of 1956. This 

act and its companion Highway ~evenue Act redefined the roles of the federal government 
and .the states in the area of high.way planning and had a profound effect on the evolution 
of a formalized planning process. Among its major provisions were !}le following: 

1. It mandated the construction of the 'national system of interstate and defense high~ 
ways, the largest single puhlic works undertaking of its kind, in accordance with high 
and uniform design standards. 

2. It established a 90-10% ftderal-state funding basis f~r this interstate highway system 
and provided that the larger federal portion be paid from revenues collected in the 
form of user taxes and charges that were to be placed in a special highway.trust fund 
for this purpose. 

3. It required the conduct of supportive planning studies and extended the requirement 
for the conduct of related public hearings in relation to project location, first set forth 
in 1950, to all 'federal-aid projects. 

7 .2.5 Urban and Regional Transportation Planning 

The extension of federal highway aid to urban areas that began with the I 944 Federal-Aid 
Act brought about a division of interests- between state concerns for interstate highway 
system contin,Uity on one hand and urban concerns related to Iocal circulatiOn ilnd the 
growing urban traffic problem on the other. This fusion of perspectives contributed to the 
refinement of formalized planning processes and methodologies. 

During the preindustrial era many European cities were laid out according to the con­
ceptual designs of notable city planners. These physical plans reflected a primary concern 
with the aesthetic qualities of city form and the dominant location of symbolic structUres 
such as cathedrals and palaces. In this connection several schools of thought evolved. Early 
American cities can be traced to these city planning traditions.· Williamsburg, VA, 
Savannah, GA, Philadelphia, PA, and L'Enfanfs plan of the nation's capital are notable 
examples of this trend. 

During the late eighteenth and most of the nineteenth centuries the growth patterns of 
U.S. cities were driven by' a speculative fever, .and city ·planning, as practiced earlier, dis­
appeared from the scene. Most new cities and towns were built on land hastily subdivided 
into gridiron street patterns that followed the lines of ·government surveys. The same spirit 
permeated the growth of older cities as well; the original city plans were all but ignored, 
and random development of every available parcel of land ensued. 'Aided by the techno­
logical breakthroughs of the industrial.revolutien, cities 'entered a period of rapid expansion 
by 11bsorbing a massive influx of people from rural areas and from abroad. Industrial and 
ecOnomic forces and the centralizing influence of railroad transportation ~necessitated the 
concentration of the population ·in cities. Among th.e major technological innovations were 
the steam engine, which facilitated the growth of the railroads, and the elevator and frame 
construction method, which made the skyscraper possible . 

. Urban planning reemerged as a professional discipline during the later part of the nine­
teenth century. This reemergence w"as aided by four developments that redefined the gov­
ernment's power of eminent domain (i.e., the power of taking private rights and property for 
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public purposes with just compensation) and the police power (i.e., the power to regulate the 
use of private property). Not necessarily in chronological order, the first development 
affecting modem city planning ·was r'eJated to an i,ncreasing invo'lvement of city governments 
in the ·alleviatiOn of slum' conditions apd the_ urban ills associated with them. New York 
enacted its first tenement law in 1867 to regulate~buildin& structures· in an attempt to mini­
mize frre hazards and to enhance, the living conditions of the population. The origin of 
modern building co4es can be traced here. The second trend was the practice of districting, 
or zoning, where the government assumes the power to regulate the use ~f land, for example, 
for commercial, industrial, or residential purposes. Zoning was first applied in Germany in 
1884 and spread through Europe before reaching the United States. The teim zone<>riginally 
referred to a concentric ring, or belt, with the central city at its center q_ut was later taken to 
mean a land area of any shape and locatiOn. The first comprehensive zoning code in the 
United States was enacted by the city of New York in 1916. The third precursor of modem 
·city planning is evident in the parks movement advocated by an emerging group of planners 
and landscape architects; who, praising the virtues of pastoral life, saw public parks as 
having' a beneficial influence on the Otherwise drab existence of uiban populations. Land for 
the first major urban park in the United States, New York City's Central Park, was acquired 
in the 1850s. The fourth major antecedent of' modem urban planning was an advocacy for 
the beautification of public buildings within dominating Civic squares, the descendents of the 
cathedral and palace of the earlier planning philosophy. Taking its lessons from European 
city forms, this movement developed during the closing years of the nineteenth century. The 
city-beautiful planning movement of the early 1900s was a planning philosophy distilled 
from these trends, which emphasized the construction of nionumental civic centers and 
urban park systems connected by wide boulevards. It helped to legitimize the need for plan­
ning and brought into the planning process the civil engineering profession and its road­
building and structural-engineering techniques. During this time the cities began to establish 
planning commissions composed of influential civic leaders to guide the formulation and 
implementation of plans, relying on a cadre of consultants to carry out the work. Both prac-

, tices continue to this day. 
The introduction of streetcar services (see Chapter 6) exerted a decentralizing influ­

ence on the urban form by facilitating an outward expansion that reached beyond the city 
limits in a spokelike pattern. This radial growth left an indelible impression on the way 
planners thought of cities. for decades and directed their attention to the urban region rather 
than merely to the city proper. Public transportation was provided by private companies that 
were franchised as public utilities and operated on city-owned streets. Proponents of city 
planning. argued that the award of franchises should be made in an orderly fashion and in 
accordance with regional city plans. 

Consistent with the age of mechanization, a new planning perspective gradual1y emerged 
that saw. the city as a machine. Although more complex than other mechanical devices, the effi­
cient functioning of its interrelated parts was considered to be amenable to scientific treatment. 
According to the developing city practical (also known as city efficient and city scientific) plan­
ning movement of the 1920s and.l930s, transportation was seen not only as the skeleton ofa· 
static city plan but as a force that affects the future shape of the city. A5 such, it was reasoned, 
transportation planning should become an integral part of urban planning. 

The decentralizing influence of public transit was not _confined to resiPential subur­
banization but extended to industrial decentralization as well. Many new toWns were built 
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along the principles set forth in Graham R Taylor's book Satellite Cities [7.9], which was 
iufl11enced by Ebenezer Howard's .earlier work on garden cities [7 .l 0]. These principles are -
reflected in the design of modem-.silburban communities. 

In step with the scieritific apprOach to planning was. an increasing reliance on meas­
urement and prediction, for example, the conduct of physical, economic, and demographic 
inventories; the collection of transportation usage data; and the attempt to discern the rela­
tionships among these factors. This kind of planning activity was contemporaneously 
occurring in relatiqn to Intercity highways. 

By accelerating residential and industrial decentralization not only along fixed radial 
routes but also in the spaces between them, the motor vehicle caused another revision of 
planning practice and also the evolution of a specialized profession, traffic engineering, the 
scope of which was initially restricted to the orderly expansion of street capacity, parking 
facilities, and traffic control strategies to accommodate the quality and safety of ever­
increasing automobile flows. Among the major _contributions of traffic engineering were 
advanced traffic and driver-behavior studies and the modeling of land-use, population, and 
traffic-demand relationships. A rudimentary model of land use and traffic was applied in 
San Juan, Puerto Rico, to plan a freeway system serving a new airport. The invention of the 
high-speed digital computer made possible the analysis of large quantities of data and the 
development of more sophisticated planning methods. 

By the 1940s urban planning became an established function of city governments._ 
The master planning era of the next two decades emphasized the production of compre­
hensive regional zoning maps and specified $e planned location of infrastructural systems, 
including transportation, water supply, and sewage facilities. Figure 7 2.1 shows a portion 
of the 1950 zoning map of the city 'of Honolulu, HI [7J !]. 

The extension of federal aid to the urban portions of the national highway system in 
1944 marked the definite entry of the states into the urban planning scene. This develop­
ment brought together three overlapping professional perspectives, the interaction of which 
was fundamental in the evolution of transportation planning: through their highway depart­
ments, the states that were predominantly concerned with the connectivity of the intrastate 
and interstate highway network; the city traffic engineering departments that were prima­
rily concerned with accommodating the efficient and safe operation of the urban street net­
work; and the city (or in some instarices, regional) planning departments, which were 
concerned with regional land-use planning, housing, and urban public transportation. Out 
of this interaction emerged a generally shared, quantitatively based land use-transportation 
plll)lning methodology. 

7.3 DEVELOPMENT OF A FORMAL PLANNING PROCESS 

7 .3.1 Housing Policies 

Direct federal involvement in the area of housing is evident in the Home Loan Ballk Act of 
1932 and in the National Housing Act of I 934, which established the Federal Housing 
Administration (FHA). The Hou~ing Act of 1949 set uptheHousing and Home Finance 
Agency (HHFA) and appropriated funds for the elimination of urban blight through the 
clearance of slums and the redevelopment of the areas occupied by them. The .Housing Act 
of 1954 shifted the emphasis of this program from leveling and rebuilding to urban renewal, 
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AGRICULTURE 

Figure 7.2.1 Portion of a land-use map. 
(From City an~ County of Honolulu [7.11].) . 

which inc1uded the rehabilitation and preservation of existing structures in accordance with 
a general plan for each locality. Grants for transportation planning, including comprehen­
sive traffic surveys and studies, were provided by the Housing Act of 1961 and adminis­
tered by the HHFA, which in 1965 becamepartofthe newly formed DepartmentofHousing 
and Urban Development(HUD). The Demonstration Cities and Metropolitan Development 
Act of 1966 included additional assistance to urban transit and required the designation by 
each urbanized area of a regional organization to oversee the orderly development of the 
program. 

7 ,3,2 The 3C Process 

The federal-aid highway program was also gaining a planning perspective that was being 
adapted to the conditions found in urban areas. The Office of Planning was established 
within the BPR in 1961, and the Federal-Aid Highway_ Act of'l962 mandated that after 
1965 state eligibility for federal highway aid in major cities would be conditioned on the 
existence oflong-range plans that would: 

... be based on a continuing, comprehensive trai1sportilti'on planning process carried oUt 
~cooperatively by states and local communities ... (emphasis added] 
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The act also declared that it is: 

... in the national interest to encourage and promote the development of transportation 
systems, embracing various modes of transport, in a manner that will serve the .. states 
and local communities effectively and efficiently. 

This act officially established the requirement for the 3C planning process. 

7 .3.3 Social Concerns 

329 

Beginning with the movement for racial equality, which led to the passage of the Civil 
Rights Acts of 1964 and 1968 and other housing and equal opportunity laws, the decade of 
the 1960s was a decade of social concern. Social activists held the view, sometimes justi­
fied and sometimes exaggerated, that the slum clearance and urban highway programs were 
signs of a "bulldozer mentality" that was insensitive to social needs. These groups learned 
to organize and lobby at the local, state, and federallevds and to seek judicial relief of their 
grievances. The provision of public transportation was viewed as one means of addresSing 
the needs of d.isadvantaged' groups. 

The Urban Mass Transportation Act of 1964 provided capital assistance for urban 
public transportation to be administered by HHFA. Federal responsibilities for urban mass 
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transportation remained with HUD until 1968, when the Urban Mass Transportation 
Administration (UMTA) was established within the Department of Transportation (DOT). 

·.The Federal-Aid Highway Act of 1968. amended the requirements of earlier highway 
acts relating to the economic effects of highway location to: 

.. -.'economic and social effects for Such a loCation, its impact on the environment, and 
its consistency with the goals and objectives of ... urban planning as has been promul­
gated by the community. 

This law allowed the use of federal highway aid for the construction of fringe parking facil­
ities and earmarked funding for traffic engineering measures known as theTraffic Opera­
tion Programs to Increase Capacity and Safety (TOPICS). To be eligible for matching 
funds, fringe parking and TOPICS projects had to be based on the 3C process. 

The Urban Mass Transportation Assistance Act of 1970 provided a multiyear commit­
mentfor capital (but not operating assistance) for transit projects and encouraged the provi­
sion of mass transportation services to the elderly and handicapped, having recognized that: 

... elderly and handicapped persons have the same right as other persons to utilize mass 
transportation facilities and services. 

,Two decades later the 1990 Americans with Disabilities Act (ADA) found that more than 
46 million Americans had one or more physical or mental disabilities and declared: 

... to provide a clear and comprehensive national mandate for the elimination of dis-
crimination against individuals with disabilities. · 

Among its many provisions, this act required that access to pul:>lic transportation vehicles and 
roadway designs be retrofited to accommodate the needs of this particular group. · 

7 .3,4 National Environmental Legislation 

The passage of the landmark National Environmental Policy Act (NEPA) of 1969 consoli­
dated several trends relating to social, economic,enyironmental impact, and citizenpartic­
ipation in' public decisions that 'were developing in various areas of federal concern 
including transportation .. The act required that proposals for "Federal actions significantly 
affecting the qnality of the human environment" be accompanied by: 

a detailed statement by the responsible official on­

(i) the enviJ:.qmnental impact of the proposed action, 
(ii) any adverse environmental effects which cannot be avoided should the proposal be 

implemented, 
(iii) alternatives to the proposed action, 
(iv) the relationshiP 15etween local shOrt-term uses of man's environment and the main­

tenance of long-term productivity, and 
(v) any irreversible and irretrievable co~tments of resOUrces which would be 

involve(l in the proposed_ 'action should it be implemented. 

Major transportation proposals required the preparation of such an environmental 
impact statement (EIS), the expressed purpose of which was a full and objective disclosure 



Part 2 Transportation· Systems 331 

of P?Sitive and negative environnlerital effects in order~ to aid the decision-making process. 
· IildireC:t transportation cons'equences'.(e.g., traffiC congestion and needed caf)acity_~. were to 
be included aniong theimpacts covered by the EIS for nontransportation actions. An impor­
tani.provision of NEPAwas the requirement to analyze alternatives to a preferred action 
including a baseline (or do-nothing) alternative. 

TheClean AirAct of 1970 established national ambient air quality standards and 
· required the states to develop plans to meet these standards. Motor vehicle emissions .were 

identified as major contributors to the problem. The Environmental Protection Agency 
{EPA), which played a central role in subsequent transportation laws, rules, and regulations, 
was created by this act, which was followed by a series of environmental laws relating to 
noise, management of coastal and -other envifonmentally sensitive areas, protection of 
endangered species, water quality, and so on. The 1982 version of the guidelines issued by 
the Federal Highway Administration (FHWA) relating to the conduct of environmental 
assessments is included in Appendix A to illustrate the breadth of impacts and tra11sportation 
alternatives that have been incorporated in the requirements of the 3C planning process. Of 

·special impact to transportation planning is th<; so-called Section 4(f) regulation (see 
Appendix A). This regulation requires that certain projects can be approved by the secretary 
of transportation only in the absence of "feasible and prudent" alternatives and, even then, 
only if all possible planning to minimize harm is undertaken and documented in the EIS. The 
4(f) projects are those using publicly owned land that is a refuge for wildlife; is being used 
as a public park/recreational area; or has local, state, !)r national historic significance. 

· The 1990 Clean Air Act Amendments tightened the pollution standards for motor 
vehicles and established a severity classification system for geographical areas not meeting 
ambient air quality standat:ds. Nonattainment areas (as they are called) could be placed into 
the cat~gories of marginal, ~oderate, serious .. severe. and extreme. Depending on the area's 
category, increasingly sev~re requirements are set along with a timetable fo~ compliance 
with the standards. · 

The Federal Water Pollution Act of 1972 along with its amendments, such as the 
Clean Water Act of 1977 and 1287, which incorporate wetland protection and the national 
pollutant discharge elimination system, have also affected the planning, construction, and 
maintenance of transportation facilities [7 .12). 

7 .3.5 Toward Planning Coordination 

The Intergovernmental Cooperation Act of 1968 recognized a need for a mechanism by 
which projects seeking federal aid could be reviewed by the various interested arid affected 
agencies. A year later the Bureau of the Budget issued Circular A-95, which set forth a 
requirement to designate specific state and metropolitan agencies as clearinghouses to facil­
itate the project-review process, which was thereafter referred to as the "A-95 review." 

A series of highway- and mass-transportation-related laws enacted between 1970 
and 1974 extended federal support to mass transit in urban and rural areas and increasingly 
placed federal aid for both highway and transit projects on essentially identical planning 
·requirements. Both had to be produced by the 3C process; address the same social, eco­
.nornic, and environmenfal impacts; ensure community participation; and undergo similar 
agency and public reviews. This and functional overlaps between highways and transit 
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systems using the ,highways motiva~~d :a- (;loser- degree of coordination between the 
, FHWA and UMTA program requirements, In 1975 the two agencies issued joint regula­
tions, which tequired each urban area t.o desi-gnate a single metrop<;>litan planning organ­
ization (MPO) wit/) a widely based membe'rship to coordinate the planning activities of 
the Io'cal Communities and rbod3.1-planning· agencies within their respective regions. The 
MPOs were to be certified annually by both FHWA and UMTA to ensure the presence 
of a satisfactory 3C process, One of the duties of the MPOs was the preparation of an 
annually updated multimodal transportation- plan for the entire-metropolitan area con­
sisting of: 

, 1. A kmg-railge element addressing a time horizon of the order of 20 years 

2. A transportation systems management element (TSME) containing the region's plan 
for low-cost_operational improvements 

3. A transportation improvement plan (TIP) specifying the region's 5-year priorities 
drawn from the other two el~ments and including an annual element (AE), which 
listed the programs aud projects scheduled for the following year 

Like its precursor (i:e., the 1969 TOPICS program), the TSM element addressed the 
need for short-term, low-cost operational improvements 'aimirig for a better use of existing 
facilities, but in addition to traffic en~ineering measures, it included additional options such 

· as carpooling, the use of taxi-s and other demand-responsive services, automobile restraints, 
changes in work schedules, and the like. The term transportation-deTlU.lnd management 
(TDM) is often used to describe such options. TSM planning was first required by a 1976 
UMTA policy statemenlas a possible alternative to major transit projects for which the 
UMTA purse was becoming insufficient., Eventually the requirement for a separate TSM 
element in the annual plan was dropped, but by that time a regional TSM option became the 
de facto baseline alternative against which other proposals were compared. The attempt to 
coordinate the FHWA and UMTA programs is also seen in the title of the Surface Trans­
portation Assistance Act of 1978. This act shifted the emphasis of the highway program 
from construction of new facilities to the renovation {}f existing highways and authorized 
additional funding for transit development. Partly because of a financial inability to fund all 
heavy rail rapid-transit proposals, UMTA issued a policy toward rail transit in 1978, which 
promulgated it$ intent to fund such systems on an incremental basis rather than-in toto and 
only when an alternatives analysis has shown them to be superior to all-TSM, light rail, 
busway, and. other options. 

Following a 1973 oil embargo by the Organization of Petroleum Producing Countries 
(OPEC), the Highway Trust Fund also experienced difficulties because of decreasing rev­
enues from gasoline taxes and be.cause of price inflation. Responding to this problem, the 
u:s. Congress enacted the NationalTransportation Assistance Act of 1982, which imposed 
an additional federal tax of 5 ¢ on each gallon of fuel, of which 4 ¢ was earmarked for 
highway purposes and 1 ¢ for transit assistance. 

Toward the latter part of the 1970s the nation showed signs of a change in mood away 
from federal intervention in the private sector. The federal government embarked on a trend 
to deregulate many sectors of the economy and to transfer the responsibility for many pro­
grams back to the states. 
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7 .lUI lntermodal Surface Transrortation Efficiency 
'Act of 1991 · 

The Federal Intermodal Surface Trarrsp,ortation Efficiency Act (ISTEA), which was signed · 
into law in December 1991 ,consisted of eight titles as follows: . 

I: Surface-Transportation (mainly highways) 
l·l: Highway Safety · 

III: Federal Transit Act Amendments of 1991 
IV: Motor Carrier Act of 1991 

V: Intermodal Transportation 
VI: Research 

VII: Air Transportation 
VUI: Extension of Highway~Related Taxes and Highway Trust Fund 

This comprehensive transportation law gave states and urb8n areas unprecedented flexi­
bility with respect to the transfer of funds between highways, transit, and other projects. 
The major provisions of the act included the following: 

l. It mandated the designation, by 1995, of a national highway system (NHS) consisting· 
of appro~imately !55000 mi of roadways. The NHS would include the entire interstate 

· highway system, a large portion of urbru>'and rural principal arterials, and other major 
roads that, collectively, are considered to be critical to interstate and international travel, 
national defense, and intermodal connectivity. 

2. It provided increased funding .for research and development in the areas of new tech-. 
no!ogy inducting intelligent vehicle-highway systems (!VHS), high-speed ground 
transportation systems, magnetic levitation technologies, imd electric vehicles. The 
IVHS was subsequently renamed intelligent transportation system (ITS) to more 
accurately reflect its intermodal nature. 

3. It stipulated that each state must establish a statewide planning process and six man­
agement systems in the areas of highway pavement maintenance, bridge manage­
ment, highway safety, traffic congestion, public transportation, and intermodal 
transportation facilities. 

4. It required metrOpolitan planning organizations (MPOs) to incorporate in their trans­
portation improvementprograrns (TIPs) and their long-rarige plans considerations of 
Iand-u~e policies, intennodal connectivity, enhanCed tranSit' service. and management · 
systems. 

5. It permitted the use of· federal transportation funds for projects aimed toward 
enhancing the environment such as wetland and wildlife habitat protection; air quality 
improvement measures, and highway beautification. 

6. It strengthened the level of federal support for toll roads and allowed for private enti­
ties to own SJ)<'h facilities. 

7. It renamed the Urban Mass Transportation Administration (UMTA) to the Federal 
Transit Administration (FfA) to reflect more accurately the broadened transit initia­

. 'lives of the act, including an added emphasis on ruraJ and intercity transit services. 
. ' 
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8. It. extended the Mass Transit and Highway Accounts of the Highway Trust Fund 
(HTF) by4 years Jo.Fiscal Year 1999, and established a National Recreational Trails 

. ' 
Trust Fund. The federal share was, set at 90% for interstate construction and mainte-

. nance projects, at 80% for most other highway-related projects and for transit capital 
·improvements, and at 50% for transit· operating ass.istance. 

7.3.7 Transportation Equity Act for the Twenty-First 
Century 

The ISTEA expired in October 1997 but was extended to May 1998 while a debate for a 
reauthoriz.ation bill was taking place in the U.S: Congress. At issue in this debate was the 
question of"equity" in the distribution of funds from the Highway Trust Fund (HTF) in pro­
portion to the amounts that each state contributed to the fund. 

The Transportation Equity Act for the Twenty-First Century, known as TEA-21,. was 
signed into law on June 9, 1998. Along with the TEA-21 Restoration Act, which was 
enacted.in July 1998 to effectuate technical corrections, TEA-21 represented a record­
breaking $217 billion authorization for highways, transit, highway safety, and motor 
vehicle carrier programs over the 6-year period 1998-2003. 

A major provision of \frls act was an allocation process "to ensure that no State's return 
from such Trust Fund is less than 90.5 percent." Moreover, the HTF was placed in a special 
budgetary category that prevented it from being used, as had been. the case with earlier leg­

- islation, for purposes other than transportation (e.g., budget deficit.reduction). Also, TEA-· 
21 guaranteed that, at a minimum, 94% of the total authorization is distributed to the states. 

TEA-21 maintained essentially the same program structure and flexibility that had 
been established by .ISTEA. The federal-aid highways title of the act retained its major 
(!mphasis on s_ix programs. These were the interstate maintenance program,- the na'tional 
highway system, the highway bridge program, the surface transportation program (for non­
.NHS elements) and the congestion mitigation and air quality improvement (CMAQ) pro­
gram. New initiatives were added to the highway title: the national conidor and 
development and coordinated border infrastructure programs aimed at conidors of signifi­
cance with respect to national and international trade. 

Highway Safety (Title II of the act) received added support. This included incentives 
to states enli'cting stringent blood alcohol concentration (BAC) laws and passenger restraint 
(i.e., seat belt) ~equirements .. Safety funds were also made available for special safety pro­
grams, alcohol-impaired driving counrermeasures, and improvements in the collection and 
use, of safety-related data. 

Title III of TEA-21 addressed programs of the Federal Transit Administration. This 
part emphasized the rehabilitation of existing facilities and rural transportation accessibility 
programs, and addressed the needs of elderly individuals and individuals with disabilities. 
A notable new provision in this title was a special program to enhance the accessibility"of 
low-income residents of the urban core to suburban jobs. 

Transportation research and technology (Title V) were also given a prominent place. 
Among the major provisions-ofTEA-21 were training and education programs, state plan-. 
ning and research, advanced vehicle technologies, the deployment of intelligent trans­

, portation systems (ITS) consistent with a national ITS architecture and standards, 
commerciai remote sensing pro9-ucts, and spatial infonllation technologies. 
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Other provisions ofTEA-21 included a continued emphasis of transportation 
· e~hancementprojects (including bicy.cJe and pedestrian facilities, environmental pro­

tection, and highway beautWcatlon), encouragement of joint public-private initia­
tives, conversion of segmeilts of interstates to toll roadS~ and streamlined _motor carrier 
:regulation~. -

7,4 P.LAN!')Il.NG ~TUP,ES .AND I\IIE;THODS 

7 .4.,1 ,BaCk!JrOI,Ind 

The pre<;<;ding ~eqjon traced tile evol~tion of a formalized transportation plarning process, . 
by which•transportation plans are produced, revised, and selected for implementation. It 
also identified tile groups of participants in tile process and the factors that were deemed 
;releviffit to.t]je proper ~xecution of the planning function, 

The participating .groups include bodies of elected officials, pu!)Jic agencies that 
haye;Ieapjng andsuppprtive roles in the process, officially appointed citizen advisory com­
missions alfd committees, private and public transportation system operat9fS, voluntary 
c!_!!?~n.an4 profes~ional associations, and _interested individuals. Thes~ groups and indi­
viduals,bri0g into the process diffyring, often conflicting, and also changing goals and 
objectives. To complica!e matters, not all these groups are particularly interested in a con­
tinuous and intensive participatiqn in all aspects of the process; on the contrary, they often 
feel fr<;e to enter or exit the process at will. Moreover, the membership of these groups · 
exhibits a considerable amoJnt of fluidity. It is not unusual, for example, for a member of 
a voluntary organization to be elected or appointed to public office or for an agency rep­
resentative to belong to a.professional OrganizatioJ.?, arid to reside also in the path of a pro-
posed facility. . 

Institutionalized procedures, such .. ,as the requirenients for planning documents, inter­
agency reviews, and·public.hearings·-and other-means of c-itizen pfirticip:ltion have evolved 
within the larger sociopolitical system specifically to ensure that the factors considered to 
be relevant to a particular situation are adequately addressed and in order to facilitate tile 
formation Of local consensus in an orderly maimer. TranspOrtatiOn engineers and planners 
participate iii various aspects of this ·complex proCess. One aspect .of involvement that 
merits further treatment here is the conduct of supportive planning studies that attempt to 
model and estimate some of the many travel, economic, social, and environmentri.l factors 
that have been deemed important to transportation planning. 

7 .4.2 Antecedents to Planning Studies 

The first step toward the development of tile contemporary transportation planning 
metllodology may be traced to the conduct of land surveys that suppmted tile layouts of 

, cities and towns and the locations of turnpikes, cami.ls, and, hlfer, railroads. The second 
step was the need tO-·-Gonduct facility inventories, such as the first national inventory of 

.1807. The third step commenc-;,d when tile Office of Road Inquiry, toward tile end of the 
nineteenth .century, extended data conectlOn efforts tO include information relating to 
facility use, that is, traffic levels, trip lengths, and user costs. The expanded usage studies 
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that foJlowed the prescription of the Federal-Aid Highway Act of 1921 to plan a connected 
natiDD.31 network and the transition' to s~udies emphasizing highway planning to meet 
future needs made possible by the Hayden-Cartwright Act of 1934 established the funda­
mental elements of transportation planning. 

7 .4.3 Planning for Future Need$ 

A major breakthrough of the needs studies of the 1930s and 1940s was the. recognition that 
planning highway network extensions should not be based merely on the static criterion of 
connectivity but also on continuous efforts to anticipate future demands 'for nravel. Initially 
this was accomplished by projecting current traffic measurements intd the future using 
traffic growth factors based on discerned relationships between population and economic 
growth on one hand and traffic levels on the other. For example, based on annual rates of 
growth in the gross national product (GNP), traffic growth factors in the range of 3 to 4% 
were considered to be reasonable. The projected traffic levels could then be checked against 
the capacity of existing highways to anticipate future capacity deficiencies and, within 
financial constraints, to plan and schedule capacity improvements accordingly. 

7 .4.4 Large-Scale Urban Travel Surveys 

Significant differences in the patterns of urban travel necessitated the development of more 
refined techniques. An important difference was (and still is) the fact that in mban areas, 
street capacities between various parts of the city involved multiple rather than single 
routes. If needed, capacity enhanceme~ts should consider this combined supply of road-. 
ways. A desire line diagram, which shows the region divided into smaller sectors, or traffic 
(analysis) zones, and the flows between these zones irrespective of individual roadway links 
are preferable. To obtain this type of information, new travel survey and data reduction 
methods were developed during the 1940s, including the origin-and-destination ( 0-D) sur· 
veys consisting of home interviews,. truck interviews, taxi interviews, and parking surveys. 
The data on travel habits obtained from interviewing a sample consisting of 4 to 5% of the 
total households in the region and about 20% of the truck and taxi companies were 
expanded to the overall population by computer-based statistical techniques, and the actual 
traffic counts crossing selected screen lines were used to check the accuracy of the statis­
tical expansion of the sample data. The first large-scale travel survey of this type was con­
ducted in Detroit. 

At the present time travel surveys have become an indispensable tool for planning. In 
1996 the Travel Survey Manual authored by Cambridge Systematics, Inc. was released. The 
manual is a product of the Travel Model Improvement Program (TMIP) and was sponsored 
by the FHWA and the EPA. 

7 .4.5 Travel-Demand Forecast$ 

Initially the projection of the interzonal trip distribution toward the target year was accom­
plished by applying simple growth factors to the base-year travel desire volumes in a 
manner that was similar to rurai highway practice. Gradually, however, it became eyident 
that the need for added capacity and parking facilities' in urban areas was not uniform 
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. throughout th6 region but was· dependent on the specific types (e.g., residential, commer­
ci~1, or industrial) ami intensities {residential. density, workers per acre, shoppiJlg floor 
space,'eic.),and the ldnd uses· foilridj.n each zone. Moreover, the expected regional growth 
of the pop~lation and the eConomic .system was unevenly distributed among the zones 

· owing to differences in the availability ·and suitability of developable land for various pur­
poses, urban planning policies (such as zoning), and accessibility. The first computer-based 
quantitative land use and socioecmwmic projection models were developed by transpory.a­
tion planners in this connection and were later adopted eagerly by other urban planners. 
Mathematical trip-generation models relating the trip-pmducii1g capability of residential 
areas and the trip-attracting potential of various types of nonresidential land-use classes 
were postulated, calibrated, and validated. 

Because the emphasis of these studies was placed on the urban highway system, 
transit trips had to be subtracted from the projected total interzonal traffic volumes to an·ive 
at an estimate of future highway demands. Modal split models, such as the one illustrated 
in Fig. 7.4.1, were developed to help divide the total flows between the two modes, highway 
and transit [7.13]. The planning for mass transit services was generally left to the operators 
and considered to be of secondary importance since transit patronage was.experiencing a 
steady decline. 

Of relevance to urban highway design was a prior knowledge of the degree to which 
arterial street traffic would be attracted to new freeways. Having this knowledge before 
designing a new facility was important in determining the capacity (e.g., the number of 
lanes) that it should provide. Models of traffic diversion from arterials to freeways sim­
ilar in shape to the model choice curve of Fig. 7.4.1 resulted. These route choice models 

· were later extended to cover large networks and became known as traffic assignment 
models . . Thus trip-generation, trip-distribution, mode choice, and traffic assignment 
models evolved, each intended to describe and forecast a different component of travel 
behavior. 

The Chicago Area Transportation Study (CATS) was the first to combine land-use 
and socioeconomic projection modelS With these travel-demand models to analyze regional 
long-range transportation alternatives. This urban transportation planning methodology 
was then applied to other U.,S. metropolitan areas and was also taken to major cities 
throughout the world by U.S. consulting firms. In the process the methodology was further 
refined and applied to various planning contexts. 

Figure 7 .4.2 is a simplified flowchart of steps involved in applying the original 
methodology after the conduct of planning inventories and surveys (e.g., land-use data, eco­
nomic investigations, and travel.sur.veys) and the postulatio-n and calibration of models fore­
casting land use and travel demand to fit local conditions. 

Step 1: Forecasts for the target year of theregional population and econotfiic growth 
for the subject metropolitan area. 

Step 2: Allocation of land uses and socioeconomic projections to individual analysis 
zones according to land availability, local zoning, and related public policies. 

Step 3!· Specification of alternative transportation plans partly based on the results 
of steps 1 and 2. · 

Step 4:. Calculation of the capital and maintenance costs of each alternative plan. 
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Figure 7.4.1 Early modal split curve. 
(From Voorhees and Morris [7 .13}.) 

Step 5: Application of calibrated demand-forecasting models to predict the target­
year equilibrium flOws expected to use each alternative, given the land-use and socioeco­
nomic projections of step 2 and the characteristics of the transportation alteinative(step 3). 

StCp 6: Conversion of equilibrium flows to direct user benefits, such as savings in 
travel time and travel cost attributable to the proposed plan. 

Step 7: Comparati':e evaluation and selection of the "best" of the alternatives ana­
lyzed based. on estimated costs (step 3) and benefits (step 6). 

This methodology was refined and expanded to cover additional social, economic, 
and environmental benefits and costs; to admit a wider range of multimodal transportation 
alternatives; to be more sensitive to the relationship between land-use and transportation 
planning~ and to admit ~ultiagency and public rartkipatfon. 
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Figure 7.4.2 Simplified version of the 
Original urban transporta­
tion planning process. 

7.5 OTHER PLANNING ISSUES 

7.5.1 Background 

A significant prob,lem of the long-term transportation procedure as typically applied during 
the 1960s and early 1970s was the problem of joint transportation and land-use planning, 
the treatment of uncertrunty about future policy changes, and .the problem of codfdinating 
long-range and ongoing planning. This section addresses these issues in general terms. 

7 .5.2 Transportation and land Use 

The fact that an intimate relationship exists between transportation and land development 
has been understood for centuries [7 .14, 7.15]. Ar understanding of this interaction is also 
evident in the/principles of the city practical approach. In that case the city form preferred 
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by certain planners was closely rela.ted to the.transportation technology of the day: radially 
expanding _urban development along heayily traveled fixed-route streetcar and heavy rail 
lines. The .<?Ubsequent pro'Jiferation ·Q_f the ubiquitous automobile all but eliminated the 

"'search_ for idea] _city forms and faci_litated a wider ·range of urban structure possibilities. 
Gradually the prescriptive nature of early master planning gave way to an adaptive 
approach that aimed instead at providing guidance for an orderly development of the region. 
To this day zoning maps accompanied by zoning ordinances and other land-use policies 
remain the major tools of this approach. The zoning map specifies the type (e.g., residen­
tial, manufacturing, mixed, open space) and intrnsity (e.g., high-rise, low-density) of the 
land uses permitted at designated locations withi'n the region. However, if developed to the 
limits permitted by the zoning map, the population and land-based activities in the region 
would far exceed the growth that is typically anticipated within normal planning horizons. 
The land-use pohcy expresses the community's principles and procedures that are intended 
to guide land development in desirable directions. Among these rules are provisions for the 
issuance of zoning variances (special permission to private- or public-sector developers to 
deviate from the specifications of the current zoning map). In addition to zoning map revi­
sions, major changes in land development policies take place in response to changing eco~ 
nomic, social, and political conditions. 

Because the basis of long-term regional transportation prediction models is the future 
land-use pattern, and because the zoning map pr'ov.ides room for a variety of future patterns, 
there exists a need to forecast the most likely pattern subject to zoning constraints and cur­
rent land-use policy. This is precisely the purpose of the land-use prediction phase shown 
in Fig. 7.4.2. However, the accumulated effect of zoning variances, the sequence in which 
major projects are implemented, and possible revisions of the underlying land-use policies 
introduce a significant degree of unc~rtainty to a single land-use forecast. Moreover, if 
implemented, major recommended modifications in the regional transportation system that 
are partly based on these forecasts would have an effect on the future land use by making 
certain areas within the region more accessible than others. This gives rise to the problem 
of model consistency on the grand scale: The predicted tranSportation demand,may not be 
consistent with the assumptions of the land-use projection. Conceptually, the modeling of 
this dynamic effect may be rectified by introducing a feedback link between the output of 
the travel-forecasting procedure and the land-use prediction phase to facilitate an iterative 
equilibrium solution. 

An alternative to the iterative equilibrium-solution method just described is an 
approach that eXamines several alternative land-use:. scenarios in conJ?-ection with the alter­
native transportation options. In this manner, the allalysis of combined transportation and 
land-use alternatives may provide some guidance for joint planning. Although not 
attempting to predict a single future pattern, this approach can address a larger set of alter­
natives, including land-use and transportation combinations that appear to be consistent 
with each other. For example, a fixed'guideway rapid-transit system may be examined in 
relation to a potential land-use policy that guides land development along the transit cor­
ridor and especially in the vicinity of transit stations [7.16]. 

A relatively recent development in loonnection with land-use and transportation plan­
ning is a practice first begun in California: asse~sing land developers special traffic impact 
fees as a precondition for approving land development. Traditionally this practice has been 
used in connection with providing other public se~vices, such as sewers, where those resi-

. . . 
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dents that would. gain fforri t~e new se,rvice- are asked to pay part of the- associated. costs·. In 
·connecti.on wi~ traffiC impact fees the. courts haVe held that-a. municipality can. impose them 
only if it can, show thatthe :proeee~s froin the, assessment will be used to ameliorate traffic 

, impacts that are attributable to the proposed land development. This relationship is legally 
known as·· mtional'nexus betWeen· the development and' the traffic· impact fees·. S'uch require­
ments, coupled with the rules and regulations adopted by EPA to implement the 1990 Clean 
Air Act Amendments [7 .. f7]' and the 'provisions of federal transportation law (i.e., JSTEA 
andTEAC:1:1), induced urban areas and, states to redouble the attention placed on the inter· 
action ofland:.use transportation ctryelopment. 

7.5.3 Operationai,Land~U.seModels 

Land-use allocation models were initially developed to provide inputs to the travel demand 
forecasting models. The most notable of the early models was the 1964 t.owry model[?. 18] 
that had a profound influence on land-use modeling for decades. The Lowry model views a 
''metropolis" as consisting· of three sectors: the basic (or. export) sector, the nonbasic sector, 
and the population sector. The basic sector consists ofthose industrial activities producing 
goods and services intended mainly for export and thus contributing to the weatlth of the 
region. Non basic activities (such as retail) are those activities that essentially serve the needs 
of the region's population, and consequently tend to follow residential markets. Basic indus­
tties, on the other hand, are assumed to choose their location irrespectively of'where the pop:. 
ulation is located. Given this view of urban development, the Lowry model begins with an 
empty region subdivided into analysis zones. It then selects the location of basic employment 
exogenously, perhaps guided by land-use policy, land availability, and·similar considerations. 
The next step involves the distribution of the population that supplies the labor to basic indus· 
tries via a gravity model formulation.* Following the initial allocation ofpopulation to the 
zones that make up the region, the model proceeds to locate nonbasic activities at the rates 
needed to support that population,distribution. Through an iterative procedure, the model bal­
ances the available land between-residences and nonbasic activity and ensures that zonal pop­
ulation meets the constraints imposed by the land-use policy in effect: The latter may include 
population density or the maximum number of households permitted in each zone. The end 
result is the equilibrium target-year spatial distribution of population; housing, and employ­
ment within the region. 

In the decade or so thaHollowed significant land-use modeling activity occurred that 
attempted to extend the simplistic Lowry model to capture more complex phenomena 
associated with residential and.industriallocation. These included supply and demand for 
land through marltet clearing mechanisms, developer behavior, tax policies, and so forth. 
Considering the computer technology of the time, these models soon became very large 
and computationally demanding to the point of earning the disfavor of "practical" trans­
portation planners. In a milestone paper published in 1973 Lee [7.19rdeclared a 
"requiem" for them .. 

*The gravity model i.s covered in Chapter 8. In this application it 'essentially allocatesophpulation with 
respect to accessibility to employment: The.more accessible a zone is, the more.likely.the.zone~.will attract resi­
dential activity. 
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As Wagener [7 .20] explains in a se111inill paper, land-use modeling had entered a 
period of senlidormancy, with only a few individuals and research centers spread around the 
globe contributing to its development. He artHbutes a reeent resurgence of activity in the snbc 
ject of integrated land-use mOdels to the ''urgency of environmental debate" as described ear­
lier. Wagener reviewed 20 operational models (in the sense that they had been applied to at 
least one policy decision in at least one real urban area) in terms of their attributes such as: 

1. Comprehensiveness. The degree to which the model addressed various subsystems 
including population, employment, travel, and so on 

2. Model stru.cture. The degree to which the subsystems were integrated within the model 

.3. Model theory. The the<>retical undeipinnings of the model imd tbe method used for its 
calibration 

4. Modeling technique. The way by which the model treated the interaction between 
transportation system char:ac.tedstics .and location de-Cisions by individuals and firms 

Of the 20 models examined only four incorporated a muftimoclal transportation network. 
Nevertheless, great strjdes had been made toward enhancing the state of the art. 

In 1999 the national <COoperative highway research pr(1gratn (NCHRP) issued a g~>ide­
'boo1<: >On 'ihe subject mofivated by >tWO objectives: 

1. To improve {he practice 'of :land use forecasts 
2. To identify tools and procedures for realistica'lly e-valuating the ]and-use impact of 

transportation investments .and polides [7 .2 lJ. 

The report reviewed several of the most widely used land~use models at the time, including 
the fdllowing: 

.1. DRAMIEM'PAL consisting of three components: the disaggregated residential alloca­
tion model (!)RAM), the employment allocation model (EMPAL), and a model of 
trav~ldemand. The first two were essentially ofthe Lowry type. This model happened 
to be available at the time of dire need for integrating transportation and land-use 
analyses. Consequently it immediately found wide application. However, subsequent 
experience has found it lacking. 

2. MEPIAN and TRANUS share the same ancestry, are based on classical macroeco­
nomic theory, and are evolutional}'·or dynamic in.nature .. They produce incremental 
results over sim\llated time in contrast to the single-target-year equilibrium solution 
produced by 'Lowry-type models . 

.3. METROSIM is said to be a unified model. meaning that it solves its component sub­
models (basic and nonbasic employment, traffic .assignment, housing, and commer· 
cia! real estate) simultaneously. lt is based on random utility* and microeconomic 
theory. 

4. HLFM II+ is a simplified vers10n ofDRAMJEMPAL,which is for use by small urban 
areas. 

5. UrbanSim incorporates interactions among transponation, land-use actions, and var­
ious development policies in a dynamic, rather than equilibrium, approach. It is a dis-

*Random utility models are discussed in Chapter 8. 

I 
r 
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aggregate model (i:e .• it operates at the individual household and individual firm 
·level) and prov.i<\es linkages to .external travel demand models. thus allowing for the 
con_si~eration ?f majbr tran~portation system changes on -land .use over. time . 

. Each of t_hese as well as other land-use models haVe strengths and weaknesses .. Moreover, 
the most wi_dely used among them are-under continuing enhancement in response to the spe­
cific needs of their users. The decisiqn to adopt a land-use model by a regional transporta­
tion planning organization should be reached very carefully and should consider the 
modeling requirements of tbe area and the resources (both human and material) that are 
available for data col~ection, _calibration, validation, continued maintenance, adjustfnent, 
and update. 

7.5.4 Project, System, and Operational Planning 

Long-term regional strategic planning may disclose a need to enhance the capacity of a cer­
tain travel corridor either in general terms of specifically in terms of highways or transit. In 
eitber case it would normally not be able to supply sufficiently detailed information for 
project-level planning. Depending on the way in which tbe problem is expressed and its 
specificity regarding the admissible.range of alternative options, a series of increasingly 
detailed planning studies leading to !be stage of final design would normally be undertaken. 
The following quotation from a request for consultation services issued by tbe Honolulu 
Department of Transportation Services (DTS) inJuly 1985 illustrates this point: 

CONCEPTIJAL ENGINEERING FOR HONOLULU RAPID TRANSIT. To reactivate 
specific planning and engineering elements of the Honolulu-Area Rapid Transit Study. 
Develop- architectural, engineering, and operating system design criteria. Develop ele­
ments of definitive engineering, architectural and operating system plans, and geotech­
nical 'investigations as necessary. Develop elements of suppltlliental EIS as necessary to 
handle major alignment and/or station shifts from current approved HART EIS. Develop 
materials for the conduct of public infonnation and citizen involvCwent programs to 
keep people apprised on program development and to obtain inputs to aid system design. 
Perfonn new ridership estimates based on land use changes based on the approved 
DevelopmentPlans and the OMPO Long-Range Program ([7.22. p. D-10]). 

OMPO is tbe metropolitan planning organization that has been d¢signated as the 3C 
process-coordinating agency for the island of Oahu, where the city of Honolulu is located. 
Close study of Ibis terse statement can help tbe reader to appreciate the issues discussed in 
this and earlier chapters of tbe book. 

In addition to multimodal regional sketch planning and planning for new capital­
intensive projects, a variety of ongoing planning studies exists at various geographical 
scales and time horizons for tbe modal components of the regional system. To j)lustrate Ibis 
point, consider tbe following requests for consulting services issued by tbe Honolulu DTS 
at tbe same time as tbe one quoted earlier: · 

COMPREHENSIVE ISLAND-WIDE TRANSIT SYSTEM STUDY. Develop short-. 
intennediate-, and-long-range bus transit plans including improvements for bus fleet, 
maintenance .facilities, and transit operations. Other tasks include on-board bus survey, 
evaluation of existing system,_ transit fina~cing feasibility of use of small shuttle bus 
concept and contract supplemental bus service. 
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With regard to. traffic operations: 

OAHU VEHICLE\ COUNTS ANI) TRAVEL DATA. Collect and process current traffic 
data in order tO permit evaluation.of both -the effectiveness of short~term improvements 
and- the aCctifficy of travel forecasts pn both State and County facilities. 

The three planning studies just describt?d would be undertaken more or less at the 
same time by different consultants under the coordination of the DTS, which is one of the 
many agencies participating in the 3C planning process. Moreover, other such land-use and 
transportation-related issues that were being addressed at the time in Honolulu included a 
major freeway project that was in litigation in the federal court system, a major deep-draft 
harbor, the expansion of the Honolulu International Airport, the selectinn of a site for a gen­
eral aviation airport, and several proposals for major industrial centers and residential 
developments, some of which involved applications for zoning variances. The sequence in 
which some of these projects would be implemented (if at all) might require revisions of 
the regional long-range plan to incorporate committed, programmed, and implemented 
projects. The last sequence of the quotation relating to planning for the Honoltlu rapid­
transit system illustrates that currently uncommitted projects may subsequently h .. 1ve to be 
restudied. 

7 ,5,5 Planning at the Statewide Level 

The examples given in the preceding .subsection Were drawn from the urban context. Plan­
ning for single-mode and multi modal transportation systems Jn larger areas (i.e., statewide) 
are also undertaken by various planning entities. The ISTEA of 1991 imposed the addi­
tional requirement that: 

States are required to cany out statewide platming in coo:'rdination with metropolitan 
planning and to meet its [sic] responsibilities for the development of the transportation 
portion of the SIP as required by the CAA. States are required to develop a plan and a 
program that addresses all modes .. of transportation [7 .12]. 

As a consequence the states began adapting the travel-forecasting tools discussed in 
Chapter 8 to meet this requirement [7,23]. In some cases it became necessary to develop 
special context models as welL 

The need for strategic, project-level, and operational planning is expressed in this 
context as welL 

7.6 SUMMARY 

In this chapter we defined planning as the .forward-looking, organized, and premeditative 
process that precedes the undertaking of actions intended to guide a particular situation or 
system in desirable directions but not as a-search for the ultimate. The fundamental objec­
tive of transportation is to providethe efficient and safe levels of mobility required to sup- · 
port a wide spectrnm of other·human needs for a heterogeneous variety of societal groups. 
Because these needs, goals, and objectives are continuously changing, transportation plan-
ning is also an ever-evolving process. I 

,, 

I 
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The evolution of c6nt.emporary transportation planning in the .United States was 
traced along the historical path ofland transportation, with particular attention to the con­
fluen·ce Of three imp~rtanr factors: technological- progress, private interests, and changing 
governmental policy. 

The merging and interactiori of three disparate planning perspectives (the facility ori­
entation of "intercity highway planning, the traffic operatiCms-oriented traffic engineering 
approach, and the social consciousness of urban planning) produced the basic elements of 
the contemporary urban transportation plann.ing process, incorporating.technical analyses, 
widely b;ased citizen participation, and a c9ncem for a large variety of social, economic, and 
environn'l~ntal impacts in addition to connectivity and accessibility. 

EXERCISES 

1. Obtain an EIS for a major transportation project and write a short report summarizing its major 
contents. 

2. Prepare a synopsis of the transportation impacts covered in. an EIS for a nontransportation 
project, such as a residential development, an industrial plant, or a commercial center. 

3. Present your own arguments for or against governmental actions to improve the mobility of the 
elderly and handicapped. 

4. What is the major difference between the needs studies described in this chapter and the urban 
transportation planning methodology illustrated by Fig. 7.4.2? 

5. How can the methodology of Fig. 7 .4.2 be applied to aid in the planning of a statewide system of 
airports? 

6. Prepare a list of the major ways by which the federal government has been involved in planning 
land transportation. 

7. Review the material included in Appendix A, and in your own words discuss the potential impacts 
of building a freeway in a large city. 

8. In your own words describe the major consequences of implementing a high capacity rapid-
transit system in a major urban area. 

9. Review an article from the technical literature that addresses the topic ofTSM. 

10. Discuss the major advantages and disadvantages of privately owned highways. 

11. DiscusS the major advantages and dis~dvantages of privately owned urban bus systems. 

12. Compile a dOssier containing clippings from your local newspaper of transportation-related sto­
ries_ over a 2-week period. Arrange this material in an organized way of your choosing. 

13. If a major transportation-related decision is pending in your city or state, identify the major 
groups involved and briefly describe the thrust of their arguments. Distinguish between qualita­
tively and quantitatively supported claims. 

14.- What l<.inds of transportation impacts do you think that construction of a multist<?iY residential 
building in a densely populated area would possibly have? 

15. Prepare a shOrt report describing the zoning ordinances of your city or town. 

16. List the Various_ types of planning-related surveys discussed in this chapter: 

17. Make a list of alternative strategies that have the potential of alleviating urban traffic congesti0n. 

18. Briefly \compare the .various urban planning schools of thought described in this chapter. What 
was the basic view that'each held with regard to the role of transportation in the urban milieu? 

\ 
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19. What iS th<? purpose of the 'Highway Trust Fun4? 

20. Give·sevenil specific examples of th~ way ill which technological development has affected the 
structure of Cities. · , , 

21. What do you think was ~e ratiol13.Ie behind p"lacing provisions for federal aid to urban ·mass 
tranSit systems in housing laws? 

22 .. What were the .objectiVes of the TOPICS prog~am? 

23. How can )'ou adapt the methodology of needs study to the planning of a system of parks and play~ 
grounds within a city? 

24. Describe how the methodology discussed in Section 7 .4.5 can be adapted to help plan a regional 
water supply system~ 

25. What are some majOr components of travel demand? 

26. You have been assigned the task of developing materials for the conduct of public information 
and citizen involvement programs as specified in the request for consulting services quoted in 
Section 7 .5.4. Research the topic and write a report not to exceed ten doubie-spaced pages. 
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8 
Travel Demand Forecasting 

8.1 INTRODUCTION 

In Chapter 7 we explained that the purpose of the travel-forecasting phase of the uro:rn 
transportation planning process is to perform a conditional prediction of travel demand ln · 

. order to estimate the· likely transportation consequences of several transportation_ alterna­
tives (including the do-nothing alternative) that are being considered for implemeri'tation. 
This prediction is also conditional on a predicted target-year land-use pattern. The major 
components of travel behavior were identified as: 

l. The decision to travel for a given purpose (trip generation) 

2. The choice of destination (trip distribution) 

3. The choice of travel mode (mode choice) 

4. The choice ef-r<Jute'or path (network assignment) 

Figure 8.1.1 illustrates that travel-demand models can be put together in a sequence. 
In this sequential demand-modeling arrangement, also known as the four-step process, the 
outputs of each step become inputs to the following step, which also takes relevant inputs 
from the specification of the alternative plan under study (network description) and frgm 
the ]and-use and socioeconomic projection phase. Also shown on the figure are two ancil­
lary steps, auto/occupancy and time of day. The most commonly used models for each of 
the four steps of the sequential process are covered in this chapter. For each model the rel­
evan(dependent and independent variables are identified and the method of calibration is· 
described. Additionally, the advantages and disadvantages of each model are discussed. 
Model selection, of course, should be guided by the rules discussed in Chapter 13 in rela' 
tion to )llodeling in general. 
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The four-step modeling process shown in Fig. 8.1.1 was originally developed in 
connection with the planning of major highway facilities during the 1950s and 1960s. At 
first glance the process may appear to have remained unchanged since that.time. In 
reality, however, it has undergone significant modification in response to an improved 
understanding of travel behavior by modelers, the need to address emerging policy ques­
tions (e.g., high-occupancy vehicle facilities and congestion pricing), and advances in 
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computational technology. More powerfui personal computers allowed the specification 
of more complex and detailed m.odels. This .evolutionary development will undoubtedly 
continue. 

·At any given. time the state of tr.ave),demand modeling may be described as con­
sisting of: 

1. A set of standard models that are used by most typical transportation planning organ­
izations. such as Metropolitan Planning Organizations (MPOs) and state Depart­
ments of Transportation (DOTs). with relatively minor variations. Reference [8.1] 
describes the standard models of the late I 990s. These models are often referred to as 
being trip-based because they consider individual trips (as described in Section 8.2) 
to be the basic unit of travel. 

2. A set of the best practice models that represent advanced operational models that are 
developed and implemented by either progressive transportation planning organiza­
tions or organization~ that face modeling needs beyond the typical. For example, 
MPOs in very large areas need more sophisticated models of mode choice than 
smaller, automobile-oriented areas. Reference [8.2] documents what was considered 
to be the best practice in 1992. 

3. A set of models and modeling approaches that are motivated by alternate paradigms, 
usually based on the findings of advanced research, that either are at the prototype 
stage or have found limited implementation but are not entirely operational. Such a 
paradigm shift, which gave rise to what became known as activity-based approaches, 
appeared on the modeling horizon during the latel970s and gained momentum toward 
the end of the twentieth century (e.g., Ref. [8.3.]). As of that time, elements of the 

·activity-based perspective were being incrementally introduced into the best practice. 
For. example, some operational model. sets began to consider trip chains (rather than 
trips) as elemental units of travel. Other examples include the introduction of traveler 
"li(estxle" characteristics (see Section 8.6) as explanatory variables and a shift from 
purely empirically calibrated models to probabilistic behavioral travel choice models. 

4. A set of .special purpose models that" are developed to address specific issues in a lim­
ited context. 

The major thrust of this chapter is to describe the standard and some of the best practice 
models in the context of travel-demand forecasting for a large urban region. Section 8.6 

, briefly covers the rationale and motivation of activity-based approaches and Section 8. 7 
desc1ibes a special purpose model based on the economic concept of demand elasticity. 
Small-area, site-specific analysis techniques are presented in Chapter 9. 

8.2 TRIP GENERATION 

8.2.1 Background 

The objective of a trip-generation model is to forecast the number of person-trips that will 
begin from or end in each travel-anaiysjs zone within the region for a typical day of the 
target y~ar. prior to· its application, a trip-generation model must be estimated and calibrated 
using observations taken during the base year by means of a variety of travel surveys (see 

., ... , 
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Figure 8.2.1 Trip-generation inputs and 
outputs. 

Chapter 7). The total number of person-trips generated constitutes the dependent variable 
of the model. The independent or explanatory variables include land-use and socioeco­
nomic factors that have been shown to bear a relationship with trip making. When applying 
a calibrated trip-generation model for predictive purposes, the numerical values of the inde­
pendent variables must be supplied by the analyst These values are obtained from the 
areawide land use and socioeconomic projection phase, which precedes the trip-generation 
step. As Fig, 8.2.lillustrates, the output of a trip-generation model consists of the amount 
of trip making or the trip ends Q1 of each zone I within the region [8.4]. 

8.2.2 Trip Purpose 

In contemporary transportation planning the zonal trip making Q1 is estimated separately for 
each of a number oftrippurposes, typically including work trips, school trips, shopping trips, 
'and social or recreational trips. fn certain special context studies other categories are con­
sidered appropriate as welL For example, a study that examined the travel behavior of users 
of a special service for elderly and handicapped persons in Honolulu, HI, considered travel 
for medical and rehabilitational purposes to be relevant categories to that analysis [8.5]. 

· The reason separate .trip-generation models are usually developed for each trip pur­
pose is that the travel behavi"£_QJ;'Jrip-makers depends on the trip purpose. For example, 
. work trips are-~n<IertaKen with daily regularity, mostly during the morning and afternoon 
period of peak traffic, and overwhelmingly from the same origins to the same destinations. 
This is also true in the case of school trips. Social and recre~tional trips, on th€ other hand, 
are clearly of a different character. Figure 8.2.2 illustrates that the time-of-day distribution 
of trips also. varies among purposes [8.6]. 

8.2.3 Zonal-Based versus Household-Based Models 

A transportation planning study cannot possibly trace the travel patterns of every individual 
residing within a region. As a result, the. geographical patterns of trip making are summarized 
by dividing the region into smaller travel-analysis zones and by associating the estimated trips 
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with these zones. Early models of trip generation considered the zone to be the smallest entity 
of interest as far as trip making was concerned. Consequently these models are calibrated on 
a zonal basis, meaning that the overall zonal characteristics were used as independent or 
explanatory variables. These zonal attributes included variables such as the zonal population, 
the average zonal income, the average vehicle ownership, and the like. Using zonal averages, 
however, tends to mask internal (or intrazonal) variability and affects the accuracy of the esti­
mated trip levels. For example, two zones may have the same average income (e.g., in the 
middle-income range), but one may be composed of a homogenous group of households with 
respect to income, whereas the second may be composed of two heterogeneous groups, one 
at high and the other at low. income. If income is not linearly related to trip generation, a zone­
based (or aggregate) model will not be sensitive to the intrazonal income differences. 
Houseiwld-based (or.disaggregdte) models of trip generation .are also available. More 
advanced models consi~er the individual rather than the household and the elemental deci­
sion-making unit 

. The rationale of household-based models is that households with similar characteris­
tics tend to have ·similar travel propensities lt:respective of their ge<igraphical ,]Qcation 
within the region. The calibration of household-based models employs a sample of house­
holds rather than a sample of zones. These models are known as disaggregate models 
because they decompose (or disaggregate) each zone into smaller units. However, this dis­
aggregation is not geographical, as households of the various types may be interspersed 
throughout a zone. Consequently this decomposition is J,!Ot necessarily equivalent to delin­
eating smaller zones. In order to ·nrrive at the required estimates of zonal trip generation 
(thus retaining the spatial characteristics of travel within the region), it is necessary to 
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recombine the contribution Of each group of similar households found within the zone into 
·a zonal total. For this reason the land-use projections that provide the inputs to a trip­
generation rnodel must specificatly forecast the number of households by type. The data 
requi·rements of this market segmentation approach to aggregation increase rapidly with the 
number ofhousehold classes used. For example, classification by 3 levels of income (e.g., 
low, medium, high), and 4levels of household size (e.g., l, 2, 3, 4+) leads to 12 household 
types. Adding 3 strata of a third characteristic results in 36 classes. With more household 
types, larger sample 'sizes are needed for .model estimation. Moreover, the target-year 
household composition within the region muSt be projected in terms of the larger number 
of household classes prior to applying the model. Sample enumeration is an alternate way 
by which aggregate predictions can be obtained from models estimated at the disaggregate 
level. This technique uses a representative sample of the relevant population (e.g., house­
holds within a zone), and the predicted behavior of the sample is taken as an estimate of 
aggregate behavior. Often Monte Carlo simulation (see Chapter 14) is used along with the 
sample enumeration method to reduce the computational requirements of this approach. 
Disaggregate models are further discussed in Section 8.6. 

8.2,4 Productions and Attractions 

The trips that are predicted by a trip-generation model for each zone are often referred to 
as the trip ends associated with that zone. Trip ends maybe classified as either origins and 
destinations (0-D) or productions and attractions (P~A). As used in trip-generation studies, 
the terms origin and production on otie hand and destination and attraction on tlie other are 
not identical. To understand this difference, consider the two zones I and J of Fig. 8.2.3. 
Typically each of these zones will contain residences as well as nonresidential land uses, 
such as places of business, schools, and commercial establishments. The figure captures 
this fact by showing a portion of each zone as residential and a portion as nonresidential, 
even though the two types of activity within each zone may be intermingled. Now consider . 
a single worker whose residence is located in zone I and whose place of employment is in 
zone]. On a typical workday this trip-maker will travel from zone I to zone J in the morning 
and back from zone J to zone I in the evening. In the morning zone I is th~ trip-maker's 
origin and zone J is the trip-maker's destination. In the.evening, zone J becomes the origin 
and zoue I the destination. Thus origins and destinations are defined. in terms of the direc­
tion of a given Interzonal trip. In this example each. of the two zones. experienced two trip 
ends dnring the day: one origin and one destination ... 

The terms production and attraction, on the other hand, are·not defined in terms of 
the directions of trips but in tenus of the land use associated with each trip end. A trip pro­
duction is defined .as a trip end connected with a residential land use in a zone, and a trip 
,attraction is defined as a trip end connected tq a..m>nresidentialland use in a zone. On the . 
hasis of these definitions, zone I of Fig. 8.2.3 has produced two trips, whereas zone J has 
attracted two trips. This distinction is made because the zonal trip productions can be more 
easily estimated from the socioeconomic characteristics of the zone's population and the 
related travel needs of the population for various purposes, whereas the zonal trip attrac­
tions depend on the availability and intensity of nonresidential opportunities found within 
the zone. For example, if a significant portion of the population of a zone consisted of 
working-age adults, that zone would produce a high number of work trips. On the other 
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hand, if a zone were predominantly nonresidential (e.g., a downtown employment zone), it 
would be likely to attract many work trips produced by zones that are dispersed throughout 
the region. 

Thus a typical trip-generation study involves the application of residential trip­
production and nonresidential trip-attraction models. The fanner contain a set of explana­
tory variables that describe the demographic makeup of the zone's population. The latter 
rely on a set of explanatory variables that capture the type and intensity of nonresidential 
activities within the zone. In the general case each zone I will have a number of productions 
P1 and a number of attractions A1. 

While the vast majority of the trips occurring within urban areas have a produc­
tion and an attraction trip end, there are trips for which the definition is not directly 
applicable. for example, trips that take place between two nonresidential activities, such 
as a trip from the place of employment to a shopping area. Trips can also be classified 
as home-based (HB) or as non-home-based (NHB). The former category consists of trips 
that either begin or end at a residence, whereaS the latter neither begin nor .end at a res­
idence. This leaves a small percentage of trips usually occurring during the noncritical 
off-peak periods of the day that have both their origins and their destinations in a resi­
dence (e.g., a trip to a friend's house). To account for NHB trips in a production-attrac­
tion format, their zone of origin is assumed to be the producing zone and the zone of 
destination is considered to be the attracting zone. The three most common mathemat­
ical formul-ations.oftrip generation are regressi~m models, trip-rate analysis models, and 
cross_-classificatiOn models. 

8.2.5 Regression Models 

Chapter 13 presents the underlying theory ofleast squares regression and shows regression 
models as linear or nonlinear on one hand and as.simple or multiple on the other. All these 
types qf regression.models can be employed in connection with trip-generation studies. The 
selection of the most appropriate form in a parti¢ular case is usually based on experience 
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and pt;eliminary investigations into the matter. A frequently used regression model is the 
linear_multiple-regression model. 

· In a trip-production multiple.regression model the dependent variable can estimate 
either the total trips produced by a· zone_? 1)fit is an aggregate model or the household trip­
production rate if it is a household-based ·model. The independent variables included in a 
Zone-based ffiodel are characteristics a:f the zone as a whole! whereas the independent vari­
ables employed by a disaggregate model are household characteristics. The calibration of 
the fanner is based on a set of observations for a number of zones, each observation corre­
sponding to a zone; the calibration of a disaggregate model employs a number of base-year 
observations, each corresponding to an individual household in a sample of households 
drawn randomly from the region. In the case of multiple regression models·of trip attrac­
tiveness the independent variables consist of nonresidential attributes. 

In all cases each term of the equation can be interpreted as the contribution of the cor­
responding independent variable to the magnitude of the dependent variable, That is, a unit 
change in an independent variable is seen to result in a change in the dependent variable, 
which equals the magnitude of the coefficient of the independent variable. The constant 
term a0 captures effects that are not explicitly included in the model. 

8.2.6 Trip-Rate Analysis 

Trip-rate analysis refers to several models that are based on the determination of the average 
trip-production or trip-attraction rates associated with the important trip generators within 
the region. Table 8.2.], for example, displays the trip-generation rates associated with var­
ious land-use categories in downtown Pittsburgh, which were obtained by one of the very 
first major urban transportation studies [8.6]. 

This table includes production rates by residential land uses and attraction rates by 
several nonresidential land uses. Care must be exercised to apply trip-rate models in the 
same context that they were calibrated. In this case the rates represent person-trips (rather 
than vehicle-trips) per thousand square feet of each land use. Also, it is almost always true 

TABLE 8.2.1 Golden Triangle Floor-Space Trip-Generation Rates Grouped by 
Generalized Land-Use Categories 

Land-use category 

Residential 
Commercial 

Retail 
Services 
Wholesale 

Manuf~cturing 

Transportation 
Public buildings 

Total" 
Averagea 

Thousands of 
square feet 

2744 

6732 
13.506 

2599 
1392 
1394 
2977 

31,344 

3Indudes trips to public open spaces. 

Source: Ke~fer [8.6]. 

Person-trips 

6574 

54,833 
70.014 

3162 
1335 
5630 

11.746 
153,294 

Trips per thousand 
square feet 

2.4 

8.1 
5.2 
1.2 
1.0 
4.0 
3.9 

4.9 
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. that pre-1985 data do not include short trip-s m11de by nonmotorized modes such as bicy-
Cling and walking. · 

The hypothetical trip-attraction rates, of Table 8.2.2 are expressed in terms of the 
· number of trips attracted pe~ employee for-the case of retail and nonretailland uses and in 

tenns of schooi' triP·s attracted per student enroi'led·in each of the three types of educational 
institutions pi.4, 8.7]. 

Trip rates for a large number of .commefcial developments and other land uses are 
supplied in the Trip Generation manual of the Institute of Transportation Engineers. These 
rates are more appropriate for site impact analysis. They are presented in Chapter 9. 

\ 

8.2. 7 Cross-Classification Models 

Cross-classification (or category analysis) models may be thought of as extensions of the 
simple trip-rate models discussed previously. Although they can be calibrated as area- or 
zone-based models, in trip-generation studies they are almost exclusively used as disag­
gregate models. In the residential-generation context, household types are classified 
according to a set of categories that are highly correlated with trip making. Three to four 
explanatory variables, each broken into about three discrete levels, are usually sufficient. 
Typically household size, automobile ownership, household income, and some measure of 
land development intensity are used to classify household types. 

The trip rates associated with each type of household are estimated by statistical 
methods, arid these rates are assumed to remain stable over time. Table 8.2.3 presents a 
cross-classification table that shows the calibrated nonwork home-based trip-production 
rates for various types of households defined by (I) four levels of household size (i.e., 
.number of persons per household), (2) three levels of car ownership (i.e., vehicles available 
per household), and (3) three levels of residential density (i.e., dwelling units per acre), a 
surrogate for accessibility to non work activities (e.g., shopping, entertainment). 

·TABLE 8.2.2 Example of Procedure for Trip-Attraction Estimates Person-Trip 
Anractions8 

Trips per empioyee 

Retail 

Trips per Shop 
Trip purpose household Nonretail CBD center Other University 

Home-based work 1.70 1.70 1.70 1.70 
Home~based shop 2.00 9.00 4.00 
Home-based 0.90 

school 
Home-based 0.70 0.60 1.!0 4.00 2.30 

other 
·Non-home-basedb 0.30 0.40 1.00 4.60 2.30 

"Illustration. data only, not to be used directly. 

High 
school 

1.60 

bNon-home-based productions and attractions have the same rate and are used to allocate to zones and 
areawide control total developed in the trip-production model. 

Source: Federal Highway Administration [8.4]. 

Other 

1.20 

I 
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TABLE 8.2.3 Example; Totai_·Home-Ba,sed-Non-work Trip Rates 

·.Vehicles available 

Area.type per household 

I. Urb<in: high density 0 0.57 
1.45 

2+ 1.82 
2. Suburban: medium density 0 0.97 

1.92 
2+ 2.29 

3. Rural: low density 0 0.54 

1.32 
2+ 1.69 

Source: Oahu Metropolitan Planning Organization [8.8,]. 

Persons per household 

2, 3 4 

2.07 4.57 
3.02 5.52 
3.39 5.89 
2.54 5.04 
3.49 5.99 
3.86 6.36 
1.94 4.44 
2.89 5.39 
3.26 5.76 

5 + 

6.95 
7.90 
8.27 
7.42 

8.37 
8.74 
6.82 
7.77 
8.14 

The documentation of the study that produced this table [8.8] specifies points of 
demarcation between the levels of density denoted as high (urban), medium (suburban), and 
low (rural). Each cell of the table contains the calibrated daily !tip-production rate per house­
hold expressed in terms of person-trips per household per day. Given projections relating to 
the target-year household composition of a zone, the application of this calibrated model for 
predictive purposes is straightforward, as the following example illustrates. 

Example 8.1: Cross Classification 

An urban zone contains 200 acres of residential land, 50 acres devoted to commercial uses, and 
l 0 acres of park land. The following table presents the zone's expected household composition 
at some future (target) year. 

Vehicles per 
Persons per household 

household 2, 3 4 5 

0 100 200 150 20 
300 500 210 50 

2+ 150 100 60 0 

Using the calibrated cross-classification table of Table 8.2.3, estimate the total non work home­
based trips that the zone will produce during a typical target-year day. The rates are given as 
trips per household per day. 

Solution The total productions are estimated by summing the contribution of ~31-ch household 
type: 

where Nh and Rh are the number of households of type hand their corresponding production 
rate. For example, the 300 single-person one-car households contribute (300)(1.45) = 435 non­
work home-based trips per day. Summing Over all hOusehold types gives 

P, = 5760 trips per day 
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TABLE 8.2.4 Average Daily Person-Trips pe.r Household by Household Size and Income 

PersOns per household 
Urban area Income Weighted 

pop~lation in 1990 U.S. ($) 2 3 4 5+ average 

50,000 <$20,000 3.6 6.5 9.1 11.5 13.8 6.0 
to $20,000-39,000 3.9 7.3 10.0 13.1 15.9 9.3 

199,999 >$40,000 4.5 9.2 12.2 14.8 18.2 12.7 
Weighted average 3.7 7.6 10.6 13.6 16.6 9.2 

200,000 <$20,000 3.1 ' 6.3 9.4 12.5 14.7 6.0 
to $20,000-39,000 4.8 ' 7.2 10.1 13.3 15.5 9.4 

499,999 >$40,000 4.9 7.7 12.5 13.8 16.7 11.8 
Weighted average 3.7 7.1 10.8 13.4 15.9 9.0 

500,000 <$20,000 3.6 7.1 9.0 12.0 14.0 6.0 
to $20,000-39,000 4.8 7.1 9.8 12.7 14.6 8.9 

999,999 >$40,000 4.8 7.8 11.5 13.6 16.6 11.5 
Weighted average 4.0 7.3 10.2 13.0 15.4 8.7 

1,000,000 <$20,000 3.7 6.3 8.1 10.0 11.8 5.7 
or $20,000-39,000 4.9 7.6 9.1 12.3 15.1 9.0 

more >$40,000 5.4 . 7.9 10.3 12.4 15.3 10.8 
Weighted average 4.2 7.3 9.3 12.0 14.8 8.5 

Source: NCHRP 365, 1998 [8.1]. 

Discussion Only the residential land-use sector of the zone entered into the solution because 
trip productions are associated with the residential characteristics of the zone. The commercial 
and recreational characteristics of the zone would be relevant to the estimation of the attrac­
tiveness of the zone for these purposes. In that case properly calibrated attractiveness models 
would be required. Table 8.2.4, taken from reference [8.1], presents a typical cross-classification 
table for trip productions in tenns of daily person-trips per household. In this example house­
holds are characterized by household size (persons per household), income (low, medium. 
high) and urbanized area population (four levels). This table was compiled using data derived 
from the 1990 U.S. Census and other national sources. 

8.2.8 The FHWA-Simplified Trip-Production Procedure 

Figure 8.2.4 presents a hypothetical example of a residential trip-generation procedure 
developed by the FHWA [8.4]. This procedure combines several of the concepts discussed 
in this section. Curve A represents the distribution of households by income and auto own­
ership. In the example shown the auto ownership of a group of households with an annual 
incomeof$12,000 is distributed as follows: 2% own no autos, 32% own one auto, 52% own 
two autos, and 14% own three or more autos. Incidentally, depending on the way in which 
curve A is calibrated, it may represent a zonal (aggregate) distribution, in which case the 
income variable would be a zonal average, or it may represent a household-based (disag­
gregate) distribution, in which case the group of households illustrated may correspond to 
a subset of all the households in a zone. In the latter case the percentages obtained can be 
interpreted as probabilities; for example, the probability that any $12,000 per year house­
hold will own two cars is 0.52. (Note: the $12,000 in Figure 8.2.4 roughly correspond to 
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Curve A. Percent dwelling ~.mitt>·by income and 
car ownership distribution. 

~ 
0 

~ 
~---2autos 

~ 
"0 -32 0 

c 
14 " u 

k 

1 auto 
3 or+ autos 

~ 2 ·~o=:=c=..===-.0:=:""===== 0 autos 
12,000 

Income($) 

<Curve B. Trips per dwelling unit :b.Y -income .and 
car ownership . . 2 

" ' ~ l7.2 L-~-------1 3 or+ autos 

] 15.5 -z=------ : ~::~:s 
b 12.0 ·- ------ i ., 

" ' P. 5.5 -:::.=-::=:-----Oautos ·;::::- I 

~ I 
0 12,000 
f $) ..::; Income ( 

Data for curves from 0-D survey of "borrowed" 

Curve C. Percent trips by income and trip 
· purpose distribution. 

12,000 
Income($) 

Data for curvds from 0-D survey 

- Input: Dwelling 
units and income 

Enter curve with income to 
determine percent of dwelling 

f---..J units with0,.1,2,3 or more 
autos. Multiply by number of 
dwelling units to obtain number 
of households by ownership class. 

Enter curve with iilcome and 
number-of dwelling units with 
0, 1~ 2, and 3 or more autos to 

1----1 determine the person trip rate 
per dwelling unil Multiply the 
rate by number of households 
.to obtain trips ptoduced. 

Enter curv.e with income and 
determine % of trips by purpose. 

f---..J Multiply by trips produced as 
calculated -above to obtain trips 
produced by purpose. 

Output: 'Frip productions 
by purpose 

Figure 8.2.4 Example of urban trip~production procedure. 
(From Federal Highway Administration .[8.4U 
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Figure 8.2.5 Application oflong~range trip-generation procedure. 
(From Oahu Metropolitan Planning Organization [8.8];). 

$52,000 in 2000.) The family of curves designated as Curve A illustrates one methqd by 
which the automobile-ownership lever of households may be determined when income is 
known. As the inserted note explains, these lines can be derived from census data, a local 
origin-destination (or, it may be added, any household interview survey) or, in the absence 
of local data, they may be borrowed from a similar urban area. When developing these 
curves.., care must be exercised tn ensuJ1e_ that the_ sum of the percentages .corresponding to 
a particular income always equals·lDO%., 

\ 
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Similar curves of 'au,tomobile .ownership may be derived by using "average zonal 
·. automobile owner.ship" on the hOrizontal axis. Such curves are known as. aggregate share 

IJIO.dCJs and are used eXtensiV'ei)r in the Onite.d States. 
A major drawback of thes·e curves is that they do not capture the behavioral variables 

that aff~Ctthe decision to pUrchase ri.uto~obiles. Examples of a behavioral model of auto-, 
mobile ownership and trip-generatiqn models are given in Section 8.6. 

The regression lines of curve B provide the person-trip rates for household types 
defined by income and auto ownership, and curve C divides these· trips among several trip 
purposes.1Adherence to the instructions that accompany the figure leads to the target-year 
estimate of trip productions by purpose. 

8.2.9 Summary 

The purpose of trip generation is to estimate the target-year trip ends by travel purpose for 
each zone within the region. Commonly, these trips are expressed as residential trip pro­
ductions and nonresidential trip attractions. The most common mathematical forms of trip­
generation models are multiple regres_sion equations, trip-rate-models,. cr~ss-classification­
models, and their combinations. 

Figure 8.2.5 illustrates the trip-generation procedure used to obtain long:range fore­
casts in a particular urban area. This figure shows that two sets- of inputs, residential and 
nonresidential characteristics, were first obtained from zonal socioeconomic and land-use 
projections. The specific variables used are listed among the inputs. Residential projections 
were used by the trip-production models, which took the form of household-based cross­
classification tables to estimate the target-year zonal trip productions by purpose. The non­
residential land-use projections were used primarily in relation to the trip-attraction model, 
which was of the form of multiple regression. Several special attractors, including airports, 
major shopping centers,_ and universities, have been given special treatment because of their 
unique trip-attraction· characteristics. The final outputs were the zonal productions- and 
attractions by trip purpose. 

8.3 TRIP DISTRIBUTION 

8.3.1 Background 

The next step in the sequential forecasting model system is concerned with the estimation of 
the target-year trip-volumes Q11 that interchange between all.pairs of zones I and J, where I 
is the trip-producing zone and J is the trip-attracting zone of the pair. The rationale of trip 
distribution is as follows: All trip-attracting zones J in the region are in competitjon with each 
other to attract trips produced by each zone I. Everything else being equal, more trips will 
be attracted by zones that have higher levels of "attractiveness." However, other intervening 
factors affect the choice of J as well. Consider. for example. the case of two identical shop­
ping centers (i.e., of equal attractiveness) competing for the shopping trips produced by a 
given zone I. If the distances between zone I and each of the two centers are different, shop­
pers residing in zone I will show a preference for the closeJJof the two identical centers. Thus 
the intervening difficulty of travel between the producing zone I and each of tl)e competing 
zones J has a definite effect on the choice of attraction zone. In the shopping center example 
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TraVel Demand Forecasting Chap.8 

Figure 8.3.1 Trip-distribution inputs and 
outputs. 

distance is cited as a measure ot'this difficulty of travel, but other measures of this effect may 
be used, such as travel time or some generalized cost that includes travel time, out-of-pocket 
cost, and the··Jike. The notation WIJ is used· for this generalized cost, which is also known as 
travel impedance. When applying a specific model for predictive purposes, care must be 
taken to use the same measure Of impedance that was employed· to calibrate the. model. 

Figure 8.3.1 conceptually illustrates that a trip-distribution modelestimates the inter­
zonal person-trip volumes Qu based on the productions of each zone/, the attractiveness of 
zone J, and the interzonal impedance Wu. The production and attraction inputs are obtained 
frOm the preceding trip-generation phase, and-estimates of the target-year interzonal imped­
ances are obtained from the specification of the alternative transportation networks under 
investigation. A table showing the interzonal impedances is known as a skim table. 

The most common mathematical formulations ,of trip distribution include various 
growth-factor models, the gravity model, and a number of opportunities models. The fol­

. lowing sections discuss the gravity model and one growth-factor model (the Fratar model). 
The application of a class of models known as discrete choice models (e.g., logit) based on 
the-economic principle of utility maximization constitutes the best practice. The logit model 
and its variants are discussed in Section 8.4. 

8.3.2 The Gravity Model 

The gravity model gets its name from the fact that it is conceptually based on Newton's law 
. of gravitation, which states that the force of attraction between two bodies is directly pro-"" 
portional to the product of the masses of the two bodies and inversely proportional to the 
square of the distance between them, or 

F = klWIMz 
r' 

(8.3.1) 

Variations of this formula have been applied to m~ny situations involving human 
interaction. For example, the volume of long-distance telephOne calls between cities may 
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be modeled in this manner, with the population sizes of the cities replacing the masses of 
·.particles and the distance. between cities or the cost of telephone calls taking the place of r. 
The exponent of the impedance rerm in the denominator, however, does not need to he 

. exactly equal to 2. but may· be replaced by a model parameter c. 
The application of this concept to trip distribution takes the .form 

P~cA1 
Q11 =kwc 

lJ 

(8.3.2} 

Equation 8.3.2 states that the interchange volnme hetween a trip-producing zone /and a 
trip-attracting zone J.is directly proportional to the magnitude of the trip prodoctions of 
zone I and the trip-attractiveness of zone J and is inversely proportional to a function of the 
impedance Wu between the two zone_s. 

Using the usual mathematical modeling terminology, the interzonal volume is the 
dependent variable; the productions, attractions, and impedances are the independent vari­
ables; and the constants k and c are the parameters of the model that must be estimated 
through calibration using base-year data. 

The parameter k can he eliminated from Eq. 8.3.2 by applying the trip-productiol) bal­
ance constraint, which states that the sum over all trip-attracting zones J of the interchange 
volumes that share I as the trip-producing zone must equal the total productions of zone I, or 

(8.3.3) 

Equation 8.3.3 ensures that the model will distribute to the competing zones J exactly as 
many trips as are produced by zone I. · 

Substituting Eq. 8.3.2 into Eq. 8.3.3 and taking the terms not involving the index x 
outside the swnmation, we obtain 

Solving for k yields 

P =kP"'~"' I I£.J t: 
x _Wlx 

k = [2: A~J-' 
X WJX 

which .is the expression fork that ensures that the trip balance Eq. 8.3.3 is satisfied. 

(8.3.4) 

(8.3.5) 

Substituting Eq. 8.3.5 into Eq. 8.3.2leads to the classical form of the gravity model: 

(8.3.6) 

The bracketed term is the proportion of the trips prod!lced by zone I that will be 
attracted by zone J in competition with, alttrip-attracting zones x. Note that the numerical 
value of this fraction would not be affeeted if all attraction tem!S were multiplied by a con' 
stant. This implies that the attraction terms. can measure the relative attractiveness of zones. 
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For example, one employment zone may be said to be twice as attractive as another, based 
On the nun1berqf emplOyment oppOrtunities' available. In this context the estimated target~ 
year trip attractions·of a zone J (dendt~d-b)r~A )' to· distinguish them from.the relative attrac­
tiveness term used earlier) may be computed by applying the following trip-attraction 
balance· equation to_ tQ.e results of the mOdel; · 

Aj = 2.: Qxl (8.3.7) 
X 

'The gravity formula is ·often written altematively as 

(8.3.8) 

whe-re 

(8.3.9) 

is known as the travel-time (or friction)..factor. Note that the calibration constant cis now 
implicit in t~e friction factor. 

Finally, a set of interzonal socioeconomic adjustment factors Ku are introduced 
during calibration to incorporate effects that aie not captured by the limited number of inde­
pendent variables included in the model. The <esulting gravity formula becomes 

(8.3.10) 

where p11 is the probability that a trip generated by zone l will be attracted by zone J. As 
mentioned earlier, a table that contains the interzonal impedances WJJ is known as a skim 
table. 

Example 8.2: Application of the Gravity Model 

The target-year productions and relative attractiveness of t_he four-zone city have been esti­
mated as follows: 

Zone Productions Attractiveness 

1 1500 0 
2 0 3 
3 2600 2 
4 0 5 

The calibration of the gravity m'bdel for this city estimated the- parameter c to be 2.0 
and all socioeconomic adjustment factors to be equal 'to unity. Apply the gravity model to 
estimate all target interchanges Qu and to estimate the total target-year attractions of each 
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zone given that the tat;get-yea:r inte:rzon:a1.im,pedances WIJ will be .as ·shown in the foUowing 
skim tahle. 

J 
l 2 3 4 

5 lO 15 20 
2 10 5 10 15 
3 !5 !0 5 !0 
4 2D !5 10 5 

Solution The gravity model calculations of the interchange volumes are shown in tabular 
form fm the two Uip-producing zones (/ = I and 1 = 3 ). For l = l, P 1 = 1500: 

J A, Fu K, A1FuK11 Pu Qu 

0 0.0400 1.0 0 0 0 
2 3 0.0!00 .. 1.0 0.0300 0.584 875 
3 2 0.0044 '1.0 0.0089 0.173 260 
4 5 0.0025 1.0 0.0125 0.243 365 

0.0514 1.000 1500 = pl 

For I= 3, P3 = 2600: 

J A, F3; K, A;F3;K3; Pu Q, 

0 0.0044 1.0 0.0 0 0 
2 3 0.0!00 1.0 0.03 0.188 488 
3 2 0.0400 1.0 0.08 0.500 1300 
4 5 0.0100 1.0 0.05 0.312 812 

0.16 1.000 2600 = p3 

To find the total target-year trip attractions of the nonresidential zones (J = 2, 1 = 3, and 
J = 4), apply the trip-attraction balance (Eq. 8.3.7) to get 

Ai = 875 + 488 = 1363 

Aj = 260 + 1300 = 1560 

A~ = 365 + 812 = 1177 

The .solution is summarized by the following trip table:-

~ 1 2 3 4 Sum 

1 0 875 260 365 1500 
2 0 0 0 0 0 
3 0 488 1300 812 2600 
4 0 0 0 0 0 

Sum 0 1363 1560 1177 4100 
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Discussion The trip-gene:ratiOn data indicate that there are three types of zones in this city: 
·zone l.iS purely residential becau·se It i!? shOwn to have productions onl)', zones 2 and 4 are 
purely .i:wnresidential because '91ey ;produce no trips, and zone 3 is a mixed land-use zone 
because·~t has both produCtions and attractions. The' impedance matrix represents an estimate 
of interzonal impedances for the ta,rgei year. The diagonal elements of this matrix represent 
intrazonal impedances, that is, the impedances associated with trip,s that begin and end 
within each zone. It iS possible, of course, ~hat trips produced by the mixed land-use zone 3 
could be attracted by the·tlonresidential sector of the same·wne. The sum of each row of the 

trip table Produces the total productions of the corresponding zone I, whereas the sum oi­
each column represents the total attractions of each zone J. Again, note that the purely resi.: 
dential zone has no attractions and the purely nonresidential zones have no productions. The 
mixed zone has both. · 

Example 't3: The Generation~Distrlbution Sequence · 

You are a planning consultant to a trading firm that is considering the construction of a major 
shopping center in the city of Trinity. At present the city consists of three residential zones and 
the central business distriCt (CBP). where all shopping activity is concentrated. Your clients 
can acquire land for the proposed center ai: the location shown and are interested in your pre­
diction of the patronage that the center Will attract if built to compete with the CBD. The fol­
lowing data have been made available to you: 

1. Daily shopping trip production (trips per person): 

x, 
x, 

"'2 
3 

2::4 

where 

x, 
0 2 x, 

0.2 0.3 0.4 ,z 
0.1 0.2 0.3 3 
0.1 0.2 0.3 "'4 

x3 = 1 

X 1 = household size, in persons/household 

X2 = auto ownership, in cars/household 

X3 = household income level (I or II) 

0 2 

0.3 0.4 0.5 
0.2 0.2 0.4 
0.2 0.2 0.5 

x3 =II 

2. Relative shopping attractiveness: The relative shopping attractiveness of commercial 
zones has been found to be given by the following multiple regression equation: " 

where 

Xa = area of shopping floor space provided, in acres 
. . 
Xb = avai~able parking area, i1,1 acr~s 
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Zone X, 

2 
2 
3 
2 

2 
2 2 

3 
3 

1 
3 2 

3 
4 

Re~den~ial Zones. 

Xz· 

0 

2 

1 
.2 

() 

2 
2 
2 

x, 

][ 

II 
I 
I " 

If 
II 
II 
II 

Commercial Z~nes~ 

Base year 

Zone· X a x, 

4(CBD) 3.0 2.0 
5 0.0 0.0 

4. GrGv.ity mode'! parameters~ 

367 

Number of hooseholds · 

Base year Target year 

300" 500 
" 300 4{)0 

200' 300 
() 50 

400 500 
300 "200 
200 300 
100 400" 

200 200' \ 
300 4{)0 

4DO 300 
200 4DO 

Target year 

X,. x,, 

3.0 2.5 
2.0 3.0 

(a) In F = -ln W, wh~re lf.is the interzonal im(J~dance,}n minutes: (see Fig.- 8.3.2)~ 

(b) Ku 

1 
1 4 (CBD) 5 (center) 

1 LO 0.9 
2 0.9 L2 
3 LO LO 

. You_ are asked to calculate all target-year interch-ange volumes and the- target-:Year 
patronage of the two commercial ~~nes. · 

Solution Fiist, apply the Calibrated. tiip~gene;ation m~dels and 'the available l:ind-u's·e a~d 
socioecon:omic projections to find the target-year productions an~ relative attractiveness of the­
five zones. The-shopping trip-production mo~el is a disaggregated-cross-classifiCation model. 
Considering the units ofth(! calibrated Production rate, the-contribu,tiqn of each household type 
to the total_zonal productions is 

(number of h0u~eholds)(hbuseho1d size)(trips per person) 
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H~h~'e.fOr.~~h of ~~·.tri~-:prodUdng ·zones: . 

Zone.l 

500 X 2 X 0.2 'C 200 
400 X 2 X 0.3;= 240 
300 X 3 X 0.2 ~ •iSO 
50 X 2 X0c5 = 50 

P1 ~.670 

Zone2 

500X2X0.3~300 

200 X 2 X 0.4 = 160: 
300 X 3 X 0.3 ~ 270 
400 x 3 x 0.1 ~ no· 

P2 = .850 

Zone3 

200X1 X .0.4 ~ 80 
400 X 2 '>< 0.5 = 400 
300 X 3 X 0.4 '= 360 
400 X4 x 0.5 ~ 800 

P3 = 1640 

:0Ra,J> .• 8 

The target-year a~ctiveness of the two competing commercial zones is calculated-via the Cal­
_·jbrated ttjp-attractiveness equation and the relevant land-use pr~jections as folJo?{s~~ 

A4 '= 5 X 3 + 3 X 2.5 ~ 22.5 

A, = 5 x 2 + 3 X 3.0 = 19.0 

The target-year; interchange \rot Urnes are computed using the gravity model with the given· 
c = 1 and the given,Ku. factors. Proceeding 'aS in Example 8.4, the following trip table 
results: 
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, .. :· 

J 

I . 4(CBD) 5 (center) P, 

I 166 504 670 
2 400 450 850 
3 1354 286 1640 

A• 
' 

1920 . 1240 

Thus 1240 of the estimated 3160 daily shopping trips (or 39% of the total) will be attracted by 
the proposed shopping center if built. 

Discussion 'fh(s _example illustrates -the application of the dem~d-forecasting models dis~ 
cussed so far and shows how the steps of the sequential forecasting procedure are linked together. 
The prerequisite selection and calibration of the given models had already been carried out using 
base-year data. Also; the target-year land-use and socioecOnomic projections are given. 

The production model is of the cross-classification type, and the production rates are given 
a<> trips per person. This iS reflected in the ·calculationS where this- rate multiplies the total number 
of persons belonging tO each so<;:io_economic category. The attraction mOdel is a zonal (aggregate) 
multiple regression equation using sho-pping floor space and parking availability as the determi­
nants of attractiveness. The dependent variable is relative attractiveness and riot trip attractions. 

. The gravity model of trip distribution incorporates the effect 'of interzonal impedance, 
Which is-clearly seen in 'the results. Since the productions and attractionS are defined irrespec­
ti\(e'of direction·, the actual patronage of the two centers will be half of the attractions just cal­
culated. Note,- however; that the same result would be obtained by using half of the productions 
of each zone in the gravity mOdel. 

8,3.3 C~libration of th~ Gra~ity'l\llodel 
' The calibration of the gravity model in the fonn ofEq. 8.3.6 involves the detennination of 

the numerical value of the parameter c that fixes the model to the one that reproduces the 
· base-year'observations. Equation 8.3.8 is simply another way of expressing Eq. 8.3.6 by 

substituting Eq. 8.3.9 in the latter. Hence knowledge of the proper value of c fixes the rela­
tionship between the travel-time factor and the interzonal impedance. 

Unlike the calibration of a simple linear regression model where the parameters can 
be solved for by a relatively easy minimizati<?n of the sum of squared deviations (see 
Chapter 13), the calibration of the gravity fonnula is accomplished through an iterative pro' 
cedure: An initial value of cis assumed and Eq. 8.3.6 is applied using the known base-year 
productions; attractiveness, and impedances to compute the interzonal volumes QJ1. These 
results are then compared with those observed during the base year. If the computed vol­
·umes.are,sufficiently close to the observed volumes, the current value of cis retained as the 
calibrated value. Otherwise an adjustment to cis made and the procedure is continued~ until 
an acceptable degree of conve(gen~e is reached. Most ·commonly~ --the fridion.,.factor func.,. 
tion F rather than the parameter cis used in the calibration procedure. lh that case Eq. 8.3.8 
is employed'in the place ofE<j. 8.3.6, 
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P'5 11-15 21.25 31-35 41-45. 51-55 
6-10 16-20 26-30 36-40 46-50 56-60 

Minutes 

Ill Home-Based Work 

-+ Home-Based ·Other 

4 NOn-Home-Based 

]?iguJ:e 8.3.3 Typical trip-le!lgth frequency distributions by trip purpose. ' 
(From Martin ·and McGuskin [8.1].) ' 

The·results of.calibration are'then expressed in terms of the. appropriate equation 
relating the friction factor and the interzonal impedance. Example 8.4 illustrates this pro­
cedure and clarifies the role of the socioeconomic adjustment factors Ku as well [8.7]. · 

The.' comparison between the computed and the observed values of Qu is accom­
. plished by using the trip-length frequency distri!,ution.This distribution consists ofa plot of 
the percentages of the regionwide trips versus their interzonal impedance and has the gen­
eral shape illustrated in Fig. 8.3.3; The frequency o( trips eventually decreases with 
increasing impedance, as should be expected [8.1]. 

The base-year trip-length frequency distribution may be compared with that resulting 
from applying the model during each 'iteration of the calibration procedure until the latter 
distribution sufficiently conforms to the former. The following example illustrates the 

. major thrust of the gravity-model calibration procedure (Fig. 8.3.4). 

Example 8.4:. Calibration of ~e Gravity Model 

· Cori.sider the· five-zone city shown by Fig. 8.3.5(a). Two of the zOnes are purely residential, 
and the remaining three are purely nonreSidential. The base~ year interzonal imped~ces are 
specified in tenris of travel time in minutes and are shown in pareritheses on the arcs-joining 
pairs of zones. The observed base~ year Productions, attractiveness, and trip-inte!chahge vol­
umes are inserted in_ the figure .. It is required to f41d the value .of c and the values of Kv that 
cause Eq. 83.8 to repi:oduce the observed· base-year data. 

· Solution By l;aking the natural logarithm of both sides, Eq. 8.3.9 may be rewritten as 

lnF·= -clnW (8.3.11) 

fu othel: words the· ilegati:Ve: of the para!neter c ~s the slope of a straight line relating the loga~ 
rith:ffiic transformations of the friction factor and the interzOnal impedance. · · 

FigUre 8.3.6 plots the base-year tiip~length frequency distribUtiOn using. the b.ase-year 
ohserva_tions. Impedance-is shown in 5-.inin increments, and the-ordinate represents the perCent 
of the total trips that (lcavel at the corresponding impedance level. 
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Purpose 
trip 

output 

Generate 
remaining· 

options 
desired 

No Yes 

Df:riv'e trip timef----.,..--1 Read trip time 
distributions distributions 

Read productions 
and aJtractions 

Ass1:1me starting 1---.---1 
F-factors all-one 

Yes 

Read starting 
F-factors 

r---1 
Reports 

Figure 8.3.4 Gravity-model calibration: procedure. 
(From Federal Highway Administration [8.7).) 
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(a) Five~zone city 

Zone I 
I PI AI 

1 500 0 

2 1000 0 

3 0 2 '>( 3 4 5 

4 0 3 I 300 150, 50 

5 0 5 2 . 180. 600 220 
. 

(b} Base~year generation (c) Base-year distribution 

Figure 8.3.5 Base-year data for Example 8.4. 

Frequency computation : 

w "ZQJJ 

5 300 + 600 ~ 900 
10 150 + 180 ~ 330 

15 50+ 220 ~ 270 -
Sum~ 1500 

(a) Frequency calculation 

t~ (2)/surri 

0.60 
0.22 

0.18 -
1.00 

f 

I 

w 
0 5 10 15 

(b) Base-year trip length 
frequency distribution 

F~gure 8.3.6 Trip-length frequency distribution. 
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, The caUb;r:ati:Ou.pr:-oced..Ur.e; \)egins;.hy/ asslimjilg;· an~ initial estiriiate- for·c; say, 2.0. This 
assUmptiOn is:.refiected,· in:-tb.e: plOt of Eq~. 8~3';1:L-sl.t()wn:~jn,Fi&_ .. 8.3.:7;: . .whiCh:; plOt&: the initially 
as-sum.ed:re:fRtions-hip_, betw.een,.F-and, W:~ · · 

A'PJ?lfcation,of'tbegr.av.ity,fornn.ita,-usmg~:ttie:asSUttied:valu·e;ofi; leads to_,the interzonal 
vofumeestimates;sfi:own:in Fig,.K1.Ralbng, with the;CaJqdated trip-length frequencY distribu­
ti<m superposed .on, tlu!·obse rved: trip.~ length' freqpencY' diStribution to illustrate thC,:discrepancy 
bCtween. the: two. The assumption,· thaui-.· = · 2:0. is· seen to .Overestimate the percent?-ge of trips 
atJOw; iinped3nues; and: t()_; unrlbn!.'itipi_ate; the. P.ercenta~~; ai.thC: hiir-impedanc.e:·end. To rectify 

X 3' 4\ s: w· !i(Jj;; 

~- Ba.~e-year 

--... · .. 1st iteration 

I 303: I' IlA, 83' 

2 123: 741 1% 
'' 

5, 1044: 

.', nJ: 237' 

rs: 219) 

, !CO 

''W': YiQ[11 f 

I 

' 5 905 0·60 1•',' 
fll 321 , o:2L 

15 274: 0:19' 

Eigure8:3l81 :R'esults;ortirst:two,iterations. 

5 !0 15 

--Base-year 

2hd:;iteration 

5 !0 15 
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· ~:S_ ·smmlil0n, 11ife _IF--factors~ ;adjusted-to -.danse ;a'$hift of the ca1cuia~ _.ili·sttib:liltkm .toward 
:tlle•o'l>sorved diStn'butlua. A !'Olllmonly mea farmlfia fur tis adjnstment is 

!F* = F •ill.served 
· ccalailated 

/F'* -= :ruiijnmeili :frifotiinn ifuaterr at :a .gi¥em ~pedance 

i(l)bserw.e.& = ,cOIWe~porr~g baser yearper.cent'!;§'e ,df trips 

: (Calculated -= currentrestimate(of :the peFoenta;ge 'aftti,ps atltflat .~rnpedance level 

.Ror .exanu:tle. .the .assll111.eQ -;friction faatmr .n:CJr:Fespon:ditljg !tm ;an i~anae ilev.cl ®f :5 Jtriin 
.,Js:equal to "5-2, or0.04. ,After the ;first -itera~ tthe :a®j.nsted ia:ct0Ii'ilecemes 

·rifl\6~ rr.* -- !Qtn,a~ -'-· _- ~8 '"'3·4 £'5---.~ :_--w;.w 
'vfO:f// 

~The,af,ljusted friCtiordacmrs ~dbtairred_;m ~this manner ;are ·plotted <a_ga'ins.t 1the iinterzmnffl ~~perl­
ances(on:Fig. '83:9. Jlf m. ·-Siqgle w~ue<of «:'Were ~desired, ·SiflWlle ilinear:lif;gr-esSiOn ,:could 'be used 

5 

.w 
10 15 

lnW 

0 ,---T-1 __ --,2 __ _c3,----4,---

-1 

~2· 

-3 

-4 

-5 

initial assumption 
(c ~ 2) 

® ·1st adjustment 

'® 

· JilhPnrei8.3~9 Friction..;faotor adjustment. 
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to.tii1the best~fitting::s.tiargh-~Iiniithrough~thiS·saatterdiilgram. HOwever, amhis·pointdt~.becomes 
clear:· that: the: friCtion·: factor_ flipcticin· need:-' not: be linear~ :it' could be:allowed' to' take ·the fonn 
thatr best describes: the:: sca_tter·diagram~. 'fhe',:followinK generahgamma; function relating F and 

. Whas•.beencsuggestedby theEHWA[Sj]: 

(8.3.13) 

where::KiS,thdJase·of,naturai\lQgarlthms,and:a;" b,- and C are·calibration.constants. Figure 8.3.1 0 
shows the_·r:ange·ofshapes that this smoothing,function·can'yie-ld'depending·on the mag­
nitude:of parameter b:· (Note: For. a = 1 and-c·=- b:this-function reduces to Eq. 83.9.) The 
adjusted ffict1on~factor,. function-iS- used;in the next-'iteration and the.calibratio{\·procedure 

-continues. unti1' thee c;;omputed distributiOn is sufficiently close·to,the observedidistribu­
ti.oll .. The~fiiCtiOn-,.factor function·used,last provides the desired calibration parameters. 

Figure· 8.3,8' also includes' the· results of the second iteration of the simple example 
being described. For_· simplicity, the new friction factors were applied-directly, as computed 
by Eq. 8:3:12. The'new. trip-l~ngth 'frequency ~stribution-is now closer to the observed base­
year distr.ibutiom 

Even·thoughthe regiona] trip-length frequency distribUtion -is· now close to the observed 
diStributiOn! certain pronounced discrepanc~es:remain atrthe·interchange level. To__ adjust for 

FJ!lprell3.10 Shapes,assumed by 1he Nactor. 
(FromFedera!Highway.Administrnliotr{8,7j~;. 
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these, .the calibration- pro_cedure .flne times the model -by introducing .a set of .zone-to-zone 
csodoecon-on:ric :adjustmentJacroi-s ' 

K ·~R _L::·"'L 
u 11 1 - X,R 11 

(8.3.14) 

where 
" -·--·' ---' 

Ru .:= ratip .o~ ·observed to calcuhited Qu 

X1 = -ratio -Of the base-~ year Qu to P 1, the total productions -of zone I 

The following .\ralues .of Ku would result if Eq. 8 .3.14 were .applied a1 the end of the 
seconil iteration of :the example -problem. 

J 
J 3 4 5 

1.7 LG 0.5 
2 1.0 0.£ 1.4 

A-p.p1i.catiooofthe gravity furmula with the final frictiori and sOcioeconomic factors will result 
in a closer fit betw.een obsenred and calculated .distributions. 

. The distinction between attractions and attractiveness merits a brief comment at this point. 
Some calibration prOcedures assume that base-year attractiveness is the same as base-year 
attractions. 'This is .evident in the flowchart of Fig .. 8.3.4 where productions and attractions 
{but not attractiveness) are specified as inpt!ts to tlle calibration procedure. As explained ear­
lier, the number of attractions of a particular zone depends on both the zone's relative attrac­
. ·tiveness vis-.a-vis all.competing .zones and the subject.zone's separation from trip-producing 
z0nes. Thus two identical shopping .zones (having the same attractiveness) may actually 
attract different volumes·oftrips not because of differenc'es in their attractiveness but because 
one .ofthe two :zones may be at amGI1e remote location 'than the ,other. As a result, substitu~ 
tion ·0fba<&e-year .at:tr:actions :for 'base-year attractiveness can lead to improper results. 

8:3,4-Limitations of 'tilte Gr.niity Model 

Despite-it< rational :analogy to the law of graritation, the gravity m~el of trip distribution 
has {as '""'Y ul!ioor model -o>f.the real world) certain limitations. The major criticisms of the 
model nsmilly f:ocuii on :the simplistic nature of impedance (or zonal separation), its 
apparent Jack cif a behavioral :basis to explain how individuals make choices among poten­
tial destinati.011s, and its -reliattoe on. Kcfactorsfor adjustment 

' In its ruiginal application the interzonal impedance was measured solely in terms of 
~ghway trawl time :and thus failed to capture explicitly the effect of the presence of other 
modes of travel, particularly transit~ervices in transit-intensive urban areas. Developers of 

. . operational models responded to this criticism by incorporating additional variables (such as 
paFkil\g and toll costs) in the ·.expression of impedance. The term "generalized co sf' is often 

· nsed in place of impedance to reflect this practice. Moreover, measnres of composite imped· 
· .wwe have 'been considered that incorporate travel times and costs. associated with ollmodes 
proriding ·services between pairs of zones, including transit and, more recently, nomnotor' 
1ized1mades {i.e;, w~ mui bicycl.il\gJ_ In some instances the generalized cost< of the vlli~ 

., 
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ious modes wotld be weighted by the. expected shares of trips that each attracted. Another 
.approach entailed the use of composite utility (in the form of the log sum variable); which is 
computed by certain mode choice models. This concept is explained further in Section 8.4. 
. ··The second major criticism ~f the gravity model is the absence of any variables that 
reflect the charactenstics of the individuals or households who decide which destinations 
to choose in order to satisfy their activity ·needs'. The major response of practitiOners to 
this drawback has been to stratify households into several relatively homogeneous groups 
of decision-makers and to develop separate models for each group. Household income 
and automobile ownership are two common segmentation criteria1 A more recent prac­
tice in some metropolitan areas has been to abandon the gravity model altogether in favor 
of more behaviorally based destination choice models. These are discussed further in 
Sectiou.8.4. Incidentally, it has been shown by Anas [8.9] that there is a mathematical 
equivalency between the gravity model and the discrete choice logit model discussed in 
the next section. . 1 

The use of K-factors to adjust for discrepancies between the observed base-year trip­
length frequency distribution and that resulting from the use of the final friction factors 
alOne haS been a concern for. two reasons .. The first reason is related to diff1culties arising 
from attempts to interpret the effects captured by the K-factors and the second has to do 
with the question of whether these effects would hold true between the base and target 
years. The need for the K-factors has been explained partially as capturing special condi­
tions between some zonal pairs ·such as the need to cross a river. Other findings showed 
that K-factors were needed tooJ"ectify a ntismatcll between the types of jobs in which resi­
dents Of producing zones were engaged and the type of employment available in the trip­
attracting zones. For example, blue-collar workers in zone I could be sent by the gravity 
model to white-collar jobs in zoneJ because the latter is closer to I than a third zone con­
taining blue-collar jobs. To minimize this difficulty, some gravity-model applications 
resort to stratifying jobs by industry and employm~nt type or income at the cost of added 
computational burden. Experience has. also shown that the causes of the problem may be 
rooted in historical and cultural factors tbat are unique to the local area. A good under­
standing Of local conditions and their likelihood to persist over time can provide invalu-

able insights that can potentially aid the modeler in interpreting and applying K-factors 
with good judgment. · · 

8.3.5 Tile Fratar Model 

• Several naive trend or simple growth-factor models have also been developed for use in spe­
cial situations. Amoag these the Fratar model [8.1 0] is often used to estimate external trips, 
that is, trips that are either produced and/or are attracted outside the boundaries ofthe region 
under study from outlying areas whose character is not explicitly analyzed. 

The Fratar model begins with the base-year trip-interchange data as iflustrated in 
Fig. 8.3.1\(a). Usually this model does not distinguish between productions and attractions 
.~and considers the interzonal trips irrespective of their direction. Consequently the values 
·shoWn represent the total interchange volumes between. ~wo zones, and Qu = Q11. Since no 

, .distinction is made between productions and attractions, the trip generation of eaCh zone is 
.denoted by Q,; tbe following trip balance equation provides the necessary relationship 
·between the trip generation of a zone I and the trip interchanges that·involve zoue I: 

. ' . 
(8.3.15) 
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2 2 

3 3 
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(a) Base-year trip-interchange ·data (b) Estimated growth factors 

Figure 8.3.11 Fratar model inputs. 

The estimate of the target,year trip generation Qr(t), which precedes the trip-distribution 
phase, is computed by multiplying the base, year trip generation, Qr(b), by a simple growth 
factor, G1. This growth factor is based on the anticipated land-use changes that are expected 
to occur within the zone between the base year and the target year. Thus 

(8.3.16) 

Subsequently the Fratar model estimates the target,year trip distribution Q1.r{t) that satisfies 
the trip balance (Eq. 8.3.15) for that year. Mathematically, the model consistS of successive 
approximation~ and a test of convergence in an iterative procedure: During each iteration the ' 
target -year trip-interchange volumes are computed based on ,the anticipated growth of the two 
zones at either end of each interchange. The implied estimdted target,year trip generation of 
each zone is then computed according to Eq. 8.3.15 and compared to the expected target-year 
trip generation (Eq. 8.3.16). A set of adjustment factors. RI> are then computed by 

R = Qr(t) 
1 Qf(current) 

(8.3.17) 

If the adjustment factors are all sufficiently close to unity, the trip balance constraint 
is satisfied and the procedure is terminated. Otherwise the adjustment factors are used along 
with the current estimate of trip distribution Qu (current) to improve the approximation. A 
comparison of Eqs. 8.3.16 and 8.3.17 shows that the adjustment factors used in all but the 
first iteration and the original growth factors applied during the first iteration play the same 
mathematical role. Their interpretation, however, is not the same: The growth factors con" 
stitute a prediction of the actual growth of each zone between the base year and the target 
year, but the subsequent adjustment factors are merely mathematical adjustments thal'facil" 
itate the convergence ofthe,solution to the predicted zonal trip generation. 

The basic equation employed by the Fratar model to calculate the portion of the 
target-year generation of zone I that will interchange with zone J is 

Qr:r(new) = [Qu(current))RJ Q,(t). 
2: [Q1x(current))Rx 

X 

. (8.3.18) ' 
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This equation is similarto that of the gravity model. The expected trip generation of 
zone /.is distril;mted-a:mong ail zones -s~ that _a specific zone J receives its share according 
to a zone-specific term.divided by the sum of these terms for all "competing" zones x. When 
Eq. 8:3.18 -is applied to ~ll zones,:.t~o estimated value~ result for each pair of zones: The 
first represents the·portion of the generation of zone l allotted to the interchange due to the 
influenceof zone J (or Qu), and the second is the portion of the generation of zone J ajlotted 
to the interchange due to the influence of zone I (or Q11). As the following example shows, 
these two·values are not necessarily equal. Since the Fratar model employs oilly one inter­

. zonal volume estimate Qu = QJI• the two values are simply averaged; that is, 
: 

Q (new) + QJJ(new) 
Qu(current) = Q11(current) = u 

2 
(8.3.19) 

and these values are used to calculate the new adjustinent factors as explained previously. 
An asymmetric form of the Fratar model begins with a base-year trip table in the 

production-attraction format. IJ!. this case the sum of each row represents the base-year pro­
ductions; ·whereas the stim of each column represents the base.:.. year attractions of the cor­
responding zone. Etich zone is given two gfowth factors: one associated With the expected 
growth in residential activity (and therefore productions), whereas the second captures the 
zone's nonresidential gfowth (i.e., attractions). 

A wider class of models employing procedures similar to the Fratar model known as 
iterative proportional fitting (IPF) are in common u,se for various transportation applica­
tions. In essence, IP.f models begin with a seed matrix (the base-year trip table in the case 
of Fratar) and target marginal distributions (the target-year sums of rows and columns in 
·the. case of Fratar). An iterative procedure is then applied until the updated matrix (the 
·target-year trip table in the case of Fratar) satisfies the marginal constraints. One common 
application of IPF involves the estimation of vehicle volumes intt;!rchanging. bet~een on­
. and off-ramps along a freeway segment based on the marginal sums of on- and off-ramp 
yolumes and an initial seed matrix. Another common application is used to synthesize the 
classification of households hy two or more variables.(say, income and automobile owner­
ship) when· only the marginal distributions of these ~ariables are known. It has been shown 
that the choice of the seed matrix has a significant effect on the resUlting solution. 

Example 8.5: Application of the Fratar Model 

Consider the bitse"ye3r trip distribution ·of the simple four-zone system of Fig. 8.3. 11. AsSuming 
that the growth factois for the four zones are as shown, find the target-yeanrip distributiOn. 

,~:Solution The accompanying trip table· SQ.millaiizes the base-Year data; Note that QIJ = QJ1, 

~s required by the-F~tar model: · 

J 
I l 2 3 4 Q,(b) X o, Q,(t) 

0 20 30 15 65 2 130 
2 20 0 10 40 70 2 140 
3 30 10 0 35 75 3 225 
4 15 4o 35 0' 90 90 

Q;(b) 65 70 75 90 



380 Travel Demand Forecasting Chap.8 

$tep 1: use the trip balance Eq. s_-.3~ 15 to cqmputethe base-year trip generation for each Of 
the four-zones and·multiply this-total by.the coiresponding-growth factor to calcUlate thedarget;. 
yeai :trip ·generation of each zone. ' · 

The niarginal sUms ·of each tow or ~olurlln of the trip. table .. represent the base:.. Year trip 
·generation for·the respective zones. _The· Computation of the target-year· generation using the 
row sum_s is also·-showq. 
Step 2: For the first iteration, equate the. adjustment factors to_the grOwth factors and the. cur­
rent interchange flows to -the base-year interchange volumes. 
Step 3: Apply Eq. 8.3.18 to all pairs of zones /, J to get 

. Step 4: App_ly Eq. 8.3.19 to arrive at single volume estimates for each interChange:· 

I 2 3 4 · Q1(current) _ 

1 0 43.5 99.0 13.0 155.5 
2 43.5 0 38.5 42.0 t24.0 
3 99.0 38.5 0 56.5 194.0 
4 13.0 42.0 56.5 0 111.5 

QAcurrent) 155.5 124.0 194.0 111.5 

Step 5: Apply Eq. ~·3:15 to calculate the target-year trip generatioiV()f-oeach zone that iS_ 
implied in the results of step 4. The results of this step are shown in the J:Uarginal column and 
row of the preceding table. 

1 

Step 6: Apply Eq. 8.3.17 to ·compute thi: adjustment factors:, 

R. = 130 = 0.84 
I 155.5 

R2 = 1.13 R3 = 1.16 R4 = 0.81 

These adjustment factors show that the current solution overestimates the target-year genera­
tion of zones I and 4 (i.e., the adjustment factors are less.than unity) and underestimates it for 
zones 2 and 3. If a better approXimation is desired, the procedure returns to step 3, using the 
given adjustment factors and the contents of the trip table of step 4 as the current interchange 

volumes. 

· 8.3.6 Limitations of the Fratar Model 

The Fratar model suffers from three major drawbacks: (I) It breaks down mathematically 
when a new zone (e.g .• 'a-new. housing development) is ,built after the base year since all 
base-year interchange volumes involving such a zone would be equal to zero; (2) conver­
gence to the target-year generation totals is not always possible; and (3) the model is not 
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sensitive to the impedance Wu,.·which h~s been shown to affect significantly the interzonal 
distribution of trips: For these reasons the application of the Fratar model is restricted to sit­
uations where the more sophisticated models {such as the gravity model, and, more 
recently, the'<lestination choiCe approach) cannot be ased. 

8,3,7 Summary 

The aim of trip distribution is to estimate the target-year interchange volnmes between all 
pairs of zones. The trip productions of each zone I obtained from the earlier trip-generation 

. phase are distributedamong the trip-attracting zones J. Tbe trip volume that a zone J would 
attract depends on its relative attractiveness (i.e., the availability of. nonresidential activities 
vis-a-vis all competing zones of attraction) and the relative impedance between the pro­

. clueing zone I and the subject zone J. Estimates of the interzonal impedances are obtained 
from the specification of the transportation alternative plan nnder consideration; 

The most common formulation of trip distribution is the gravity model, which is con­
ceptually based on Newton's law of gravitation. This section presented the mathematical 
development of the model, described how it can be calibrated, and illustrated its applica­
tion. The gravity model can be calibrated. separately for each of several trip purposes if the 
outputs of the antecedent trip-generation phase permit it. Also, it may be calibrated for total 
daily volumes (i.~.,,person-trips·perday) or for smallertime periods of the day (e.g., person-
trips per p,ealqieriod). ·, " ' , 

. Asimpl,e giowth-faclcir model; the Fratar model, was described. Although insensitive 
to interzonal. impedance, this in~del can be useful in special situations where the detailed 
dat~·;equired by m~re s~phisticated models are not available. 

A·recenttrend toward more behaviorillly based models, such as the destination choice 
rriodel, hasbeen noted. .. · 

\ 8,4 MODE CHOICE l 
8.4.1 Background 

In a typical travel situation triP~makers can $elect between several travel- modes. These may 
include driving, riding with someone else, taking the bus, walking, riding a motorcycle, imd 
so forth; A mode choice, oi mode split, model is concerned with the trip-maker's behavior 
regarding the selection of travel mode. The reasons underlying this choice vary among indi­
viduals! trip type, and the relative level of service and cost associated with the available 
modes. If readers were to contemplate the reasons behind their choice of travel mode toimd. 
from school or work, they would have a tangible example of what these factors mean. Addi­
tionally, it is likely that readers have established a pattern of mode choice that remains rel­
atively constant as long as these conditions remain the same. When significanf"changes in 
these conditions occur, trip-makers respond to varying degrees by shifting from one mode 
to another. For example, a significant increase in the parking fees charged at a destination 
may induce some people to shift from driving a car to riding a bus. 

The characteristics of the trip also have an effect on the choice of mocte. It seems more 
likely, for example, that a person would choose to travel to Work or school by a mass transit 
system but prefer the private automobile, if available, for social trips. As discussed in rela­
tion.to trip generation and trip distribution, it is not unusual for a regional. transportation 
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. study te>·deMmpose trip making :into trip> pn11po0e ·'Cal~gories :and •to :model each .component 
~eparately. This practice .. could '!hen be ·e~.tended to the mode .cboice phase as welL 

In addition to the .attributes :of the :a¥ail~b1e modes .aad the tdptype, the soci<>econoiTlic 
·status ofthe trip-maker .affects the ch0ice •mftrol!¥el mode. Thus trip"inakers may also be celas­
·sified into finer-.~at~garies, such . .as· incOme •OT .age~ and .separate estimates may be Obtained 
-.for each '.0f these socioeconomic su~group.&. I:n ;many ;early 1:tansporiation planning ·Studies a 
.particular s.ubgmup '(refierred to .as the.Jranslt-oa;ptiv.e suhgH,np) has been singled out for spe­
cial :treatment. ,A£ ihis· g-n}ll;p-'s name implies~ it -eo-nsists of people who for various :reasons 
do NOt have ready access to private .transportation, and hence whose mobility is .almost exclu-

. sively depeodenton .the p~tbli<; transit system. Included in this group .are many of the elderly, 
the poor, the very young, and even the .econd primary individ1lal of one-car households. 
Because this group is of considerable size, public transportation policy at the federal, state, 
and local levels bas specifically addressed .the needs of the members of this group. 

To summarize, .the mode' choice behavior of trip-makers can be explained by three 
,catesories of factors: th~ characteristics of th.e available modes; the socioeconomic status 
of the trip-maker; and the characteristics of the trip. These are the categories of independent 
variables that would be included in the mat11ematical models of mode choice. The 
dependent variable would be the market share or the percent of travelers that are expected 
to use each of the aVailable mode·s, · '--- .. 

One of the simplest modal splifrilodel~ employs ~imple diversion curves, such as the 
one illustrated in Fig. 7 .4. L Elaborate enlpirical diversion-type models stratified by the uip­
malier, mode, and trip attributes have been supplanted by probabilistic discrete .choice 
models based on the principle of utility maximization. · · 

/ Although simple in concept, the diversion models were awkward to calibrate and use, 
especially if more .than two competing travel modes were included. In its full form, which 
involved a.number of trip purposes, the Washington, DC, model consisted of 160 different 
curves. More computationally': efficient probability-based models of modal choice have 
been developed, including discriminant analysis models, probit analysis models, and the , 
mostpopulailogit analysis models [e.g., 8.11]. These models of human choice have been.~ 
applied to many situations to explain how 'people select between competing alternatives. 
Each alternative is· described by a utility (or disutility) function, and the probability associ­
ated with an individual's choosing of each of the competing alternatives is expressed math­
ematically in terms of these utilities. Extended to groups of individuals via the theory of 

· probability, .these models estimate the proportion of the gioup that is likely to choose each 
ofihecompetipg alternatives. The development of each model involves two steps: the selec­

. tion ofits mailiematical form and the calibration of appropriate utility functions that render 
. the selected mddel capable of reproducing the available base-year data. 

, ' . I 

8.4.2 Utility and Disutility Ftinc;tions 

. A utility function measirres the degree of satisfaction that people derive from their choices. 
A disutility function represents the generalized cost (akin to the concept of impedance) that · 
is associated with each choice. 1he magnitude of either depends on the characteristics (or 
attributes) of each choice and on the characteristics (or socioeconomic status) of the indi­
·vidual making that choice. In the case of modal choice the characteristics of the trip (e.g., 
trip purpose). also bear a relationship to .the utility. associated with choosing a particular 
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. ·.mode nf .tra¥el. To·Bpecify a Utility 'fnnction, "it is necessary to select both the relevant vari­
ables from this list and the"panicnlar£unc6onal fcrrm reiating tfie ~elected variables. 

The utility (or dis utility) 'function is typically expressed as the 'linear weighted ·sum 
.of :tla.e 'indePendent variables oftheir transfonnatiun; that is,. . . . 

f8A.l) 

where lJ is the utility derived from a choice defined by tbe magnitudes of tbe attributes X 
that .are present in tbat choice and weighted by the model parameters a. In the context of 
mode choice U is.adisutility and is negati¥e. This is because typical independent ~ariables 
iNclude travel times and COStS that are perceived as losses {i.•e., negativ.ely ). . 

Early attempts to describe the utility associated with !ravel modes calibrated a separate 
utility function for each mode. as illustrated by the following hypcrtbetical three-mode ·case: 

U1 = 6.2 + 2.4X1 + 3.5X2 

U2 = 3.4 + 3.1X,- + 2.9X3 

U3 = 4.3 + 2.9X1 + 3.2X3 

(8.4.2a) 

(8.4.2b) 

(8.4.2c) 

The three modes in this hypotbetic~i example may be the private auto, a local bus 
system, an express bus syst~m,respectively, and. the independent variables (or attributes) 
may represent the cost, level Clservice, and convenience associated with a mode. This type 
of formulation is known as a mode-specific (arid, in the general case, choice-specific) model 
because the same attributes af~-assigned different weights fOr different modes. It is not even 
necessmy to include the same variables in tbe utility equations of different modes. This, of 
course, is siinilar to saying that' some -attributes are either absent or given zero weights in 
certain modes. Although there may be some validity in this hypothesis, it causes a problem 
when a new mode is in~oduced. In.that case j} __ w,..~uld be next to impossible to estimate the 
utility associated with the new mode because'ilitllecessary base-year data required for the 
calibration ofjts utility function would be Unavailable; This new product .. pwblem has 
haunted c00sum~alysts as welL A way to resolve it was proposed by Lancaster 
[8.12] as a new approach to consumer theory, where he postulated the idea of a choice­
abstract (or attribute-specific) approach. This tbeory is based on the hypothesis that when 
making choices, people perceive goods arid services indirectly in terms of their attributes, 
each of which is weighted identically across choices. Thus trip-makers perceive two dis­
tinct modes offering the same cost, level of service, and convenience- as being identi<;al. 
Continuing witl1 the tbree-mode example, a mode-abstract model of modal choice would 

·use a single equation to measure utility; for example, 

U = 3.1 + 2.8X1 + 1.2X2 + 0.9X3 (8.4.3) 

Difference.'i in the utilities U associated with each of the competing modes arise because ·of 
differences in the magnitudes of the attributes X of these modes. For example, one mode 
may be faster but costlier than another, and this fact is reflected in their calculated utilities. 
The attribute-specific approach has a strong conceptual foundation. However, in practical 
applications, it is not poSsible to enumerate all the relevant attributes involved in the choice 
of mode. The first constant term in Eq. 8.4.3 is meant to capture the effect of variables that 
are. not explicitly included in tbe modeL Since it is unlikely tbat a given set of competing 
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modes will be identical in these excluded attribUtes, it is reasonable to attempt to capture 
these unexpressed differences by calibrating for alternative-specific constants by weighting 

'the explicitly identified attributes equally across modes by utilizing any of the modes in the 
choice iet as the base mode. Thus, in equation 8.4.2, instead of having a 1 = 6.2, a2 = 3.4, 
and a3 = 4.3, the model would likely he estimated with mpde 2 as the base and the 
alternative-specific coefficients would be a 1 = 2.8, a2 = 0, and a3 = 0.9. The calibrated 
utility function in the case of the three-mode example may then become 

UK= aK + 2.5X1 + 1.5X2 + 0.8X3 (8.4.4) 

where UK is the utility of mode .K and aK is the calibrated mode,specific constant for the 
sam'e mode, which represents the fixed advantage or disadvantage of mode K vis-a-vis 
the base mode. The new product problem resurfaces but in a milder form since the selec­
tion-of a mode-specific constant for a new mode-is much more amenable to professional 
judgment vis-a-vis the mode-specific models, where none: of the coefficients is known~ 
The estimation process req·uires that one of the mode-specific constants be known. Oth­
erwise a unique solution is not possible. One mode-specific constant is usually set equal 
to zero for the base mode. Note that if the values of the attributes X included in an 
attribute-specific utility expression are equal for two modes, differen·ces in the shares of 
the two modes (due to excluded variables) would be captured by the relative values of the 
mode-specific constants .. For this reason the constallts are sometimes referred to as mode­
bias coefficientS·. 

Although the attribute-specific utility function shownin Eq. 8.4.4 is conceptually 
¢onvenient, practical problems often call for a mixed form that includes both attribute­
specific and choice-specific terms. The need to capture the added utility of using transitfor 
travel oriented toward the central business district (CBD) is one example. The effect ofthis 

· attribute is usually positive (i.e., adds utility or reduces disutility) for transit trips because 
of the limited availability and high cost of parking at the CBD destination. A binary vari­
able taking the values of 0 for non-CBD orientation and 1 for CBD-destined trips may be 
included along with its coefficient in the transit utility equation. · 

The inclusion of variables describing the demographic and socioeconomic character-'· 
istics of trip-makers 'in a utility function brings to bear· another consideratiol). Since these 
attributes describe the trip-maker, they are the same for all choices (e.g., modes) in the trip­
maker's choice set. Thus they do not differentiate in any way between choices. For such 
characteristics to be sensitive to alternative choices, they must be included in the same teirn 
as a modal attribute. An example of this is the inclusion of an explanatory variable that rep­
resents the ratio of travel cost (a modal attribute) to the trip-maker's income level (a decision­
maker's attribute). 

A utility-based modal choice model estimates the market share of each mode base<t 
on the utility associated with it. In a deterministic model it would seem reasonable that all 
travelers (if they know what is good for them) will select the mode with the highest utility. 
However, the models being discussed are not deterministic but rather, probabilisric. * In 

*The prObabilistic derivation of the logit model assumes that random errors associated with the specifica­
tion of utilities are independent and identically distributed according to the Gumbel distribution with mean 0 and 
staildard deviation cr. 
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other words the calculated m<;)dal utilities are related to the likelihood that a given mode will 
be selected or, when dealing with' groupsof travelers, the proportion or fraction that will· 
select each mode of traveL The relationship between this fraction and the'utilities of com­
peting modes has been cast in various forms, the most popular of which is the logit model, 
which can be applied to the case of two [8. 13] or multiple [8.11] competing modes. When 
applied to a discrete number of alternatives, these random utility models are called discrete 
choice models[8.J4, 8.15]. 

8.4.3 The Multinomiallogit(MNL) Model 

The multinomial Jogit model calculates the probability of choosing mode Kif disaggregate 
or the proportion of travelers in the aggregate case that will select a specific mode K 
according to the following relationship: 

p(K) (8.4.5) 

X 

The general form of this equation resembles the fractional term employed by the gravity 
model of trip distribution: A term relating to the subject mode Kappears asthe numerator 
and the summation of the similar terms corresponding to all competing modes is placed in 
the denominator. This specification ensures that all trips that have been.estimated to occur 
on a specific interchange are assigned to the availab1e modes; that is, the following trip bal­
ance equation is satisfied: 

( 

(8.4.6) 

Equation 8.4.6 would still be satisfied by writing the proportion attracted by each mode as 

p(K) (8.4.7) 

X . 

For reasons that lie beyond the scope of this book the logistic transformation of the utilities 
(Eq. 8.4.5) is preferred. · 

V6VtJ2... ]_!>~ample 8.6\. Application of the Logit Model 

A calibration. study resulted in the following utility equation: 

where 

UK= aK- 0.025X1 - 0.032X2 - O.Ol5X3 -:- 0.002X4 

x
1 

= access plus egress time, in min 

X2 = waiting time, in min 

x3 = lin~~haul time,- in min 

X4 = out~of~pocket cost. in cents 
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The trip~distribution forecast for a particular inte~change w~s a tar,get-year volume .of Qu = 5000 
person-trips pe~ day. During the target year tri-p-makers on this particular interchange will have a 
choice. between the; private :a~tomobile {A) and· a local _bus system (B). The target-year ·service 
-attributes of the two cenipeti:ng 'niodes-havy.been estimated to be: 

Attribute 
Automobile 
Local bus 

x, 
5 

H) 

x3 
20 
40 

x, 
100 
50 

Assuming that the calibrated mode-specific constants are 0:00 for the .automobile mode (i.e., 
ibase mode) and ......!0.10 for the bus mode, apply the logit nJodel to.estimate the target-year 

. -market share of the two modes and the resulting fare-box revenue of the bus system. 

'Solution The.utility equation yields 

V(A) = -0.625 

According to the Iogiteqaation {Eq. 8.4.5), 

p(A) = 0.71 

lberefore the .rnarlre.t share of each· mode is 

.and U(B) = -L530 

and p(B) = 0.29 

Qu(A) = (0.71 )(5000) = 3550 trips/day 

Q"(B) = (0.29)(5000) = 1450trips/day 

The fare-box revenue estimate is 

( !450 trips/day) ($0.50/trip) = $725 per day 

Discussion The terms of the utility function used in this example are negative. As negative 
quantities they represent Cost (i.e., disutilitj) components. The more negative this quantity is, 
the less attractive the mode will be. Because of the exponential transformation of the utilities, 
the market shares are not directly proportional to the magnitudes of utility._ Division of the 
numerator and denominator of Eq. 8.4.5 by eV<A> results in the following foffit: 

v• e 
p(B) = T+-;;v• and 

I 
p(A) = !+ eu*· (8.4.8) 

where U* is the difference in the-utilities of the two niodes. This form resembles that advanced 

by Stopher [8.13]. In the bimodal case the logistic transformation results in a sigmoidal curve, 
as.Hlustiated in Fig. 8.4.i., · , 

\)~ -~-lntrod~~tion of a Ne~ Mode 

It i~ desired to examine the effect of introducing a rapid transit (RT) systeffi in the_ city of"' 
Example 8.6. A related study has projected that the service attribUtes of the proposed system 
for the interchange und~r consideration will be 

X,(RT) = 10 X2(RT) = 5 X3(RT) = 30 X4 (RT) = 75 

Based on professional experience, the·mode-specific constant for the new mode is somewhere 
between the other two but closer tO the bus system, say, - 10.06. Find the market shares of the 
three modes that will result from implementing the rapid-transit proposal and the effect on the 
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P(A) 

l.O. ----------------- ------------------

0.5 

Figure 8.4.1 Binomiallogit model. 

revenues of the pub He transportation authority, which operates both the local bus and the rapid­
transit systems. 

Solution Assuming that the attributes of the existing· modes will not be· affected by the intro­
duc;tion of the new mode. the utilities of the three alternatives will be 

U(A) = -0.625 U(B) = -1.530 U(RT) = - 1.070 

Proceeding as before, we obtain 

p(A) = 0.489 and Qu(A) = 2445 

p(B) = 0.198 and Qu(B) = 990 

p(RT) = 0.313 'and Qu(RT) = 1565 

The revenue will b~ 990 X 0.5 + 1565 X 0.75 = $2582 per day. 

Dis~ussion One of the attractive characteristics of the logit model is the fact that it could be 
easily extended to this situation. In ~s example the proposed system is seen to attract 3 L3% of 
the interchange volume,- or 1565 person-trips, reducing the auto usage by 1105 trips and the l~al 
bus patronage by 460 daily trips. In this connection it is appropriate to mention that the specifi­
cation of cOmpeting modes does not have to be restricted to the ·generic categori~s illustrated in 
this example. Depending on special concerns, finer categories of modes or sub modes may be con­
sidered for calibration. For example, a study in Honolulu, HI [8.8], which addreSsed the ques­
tion of carpooling, has calibr<!-ted. mode-specific ·constants for the following modes: 

1~ Driving alone 

2~ Auto with 2 occupants 

3. Auto with 3 + occupaflts. 

4. Regular bus 

5. Express bus 

The fare-box revenue on this interchallge increa~ed from $725 to .$2582 per day. This, how- · 
ever, is not necessarily a suffici~nt reason to implement the proposed system. This decision 
must also consider the costs of constructing -~d operating the system as well as other· impacts~ 
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Example 8.8: ,Sensitivlty to-Other Poli~ies 

A City council is contemplati-ng a propoSal-to charge a rapid-transit-fare of $1.50 rather than 
$0.75. ·Determine the effect of thiS poliCy··on the utilizati~n of the three modes arid on the public 
transportatio~ authority's revenue's.-

Solution The-proposed policy will cause a change in the utility of the rapid-transit system to 
-1.220 and will affect the patronage of all modes. Proceed as before. 

Mode Proportion Market share 

Auto O.Slli 2555 
Local bus 0.207\ !035 
Rapid transit 0.282i 14!0 

. The revenue will!>(§>< 0.5 + ~X 1.50 = $2633 per day. 

Discussion This example shows how the respOnse of trip-makers to various public poli­
cies and combinations of policies can be examined. The fare increase induced some patrons 
to shift-back to the auto and bus modes._ The public transit share decreased, the revenues 
increased. 'In other words the extra fiu'e 1'evenue collected outweighed the losses that 
resulted from patronage lo~ses. 'Phis is not always the case, however-(see the discussion of 
price elasticity in Section 8. 7 .5). The fofegoing' discussion of the MNL model relied on 
examples related to the choice of mode. It is easy to see, however, that the model can be 
applied to other traveler choices. Several metropolitan a~eas, for example, have estimated.-· 
MNL destination -choice models. A particular modeling effort in HonOlulu, HL has esti­
mated a destination choice model (rather than the traditional gravity model) for the tourist 
segment of the market [8.1-6]. The utility expression for competing destinati_ons included 
destination attributes, degree of accessibility, and cost by various modes and traveler char­
acteristics. A relatively simple MNL destination choice model was implemented in Port­
land, OR [8.3]. In that case the utility function contained a polynomial of travel time (travel 
time plus travel time squared) and the natural log of the· attractions of each potential desti­
nation as: a measure of-size. · 

8.4.4 Tl;le Incremental (or Pivot-Point) l(lgit Model 

Equation 8.4.5 gives the probability of choosing alternative K given the utilities of alterna-
, tives belonging in the .. choice set. Consider the general case where (as a consequence ofa 
combination of policies) the utilities of one or more alternatives are changed. Let l.l.Ux f!;P· 
resent the. change in the utility of alternative x. Applying Eq. 8.4.5 to calculate the new 
shares . .Of each altemalive yields. 

"-·"" .<"' 
,-·" 

(8.4.9). 
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Dividing the numerator and denomiQator by the denominator of Eq. 8.4.5 gives 

P'(K) = _c._;<X __ =-:----

2: exp(Ux) Xexp(AUx) 
x 2; exp(Ux) 

X 

= 

X 
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(8.4.10) 

Thus the revised probability P'(K) of choosing K due to changes in the utilities of one or 
more alternatives can.be increme!ltally computed by pivoting about the baseline probabili­
ties P(x). The .baseline probabilities do not need to be calculated by the MNL model; they 
may be obtained from surveys of existing conditions. 

Example8.9 

Assume that the shares of the three modes of example 8.7 had been obtained from a base~ year 
survey. Calculate the effect that the policy of Example 8.8 will have on the_ patronage of the 
local bus. 

Solution The .baseline shares are P(A) = 0.489, P(B) = 0.198, and P(RT) = 0.313. The 
only change modifies the utility of rapid transit by llU(RT) = -0.002 X 75 or -0.15 in 
accordance with the given utility expression. The incremental utilities of the other two modes 
equal zero. · 

Applying the incremental logit formula-.. to calculate the new share of the locid bus 
yields 

P' (B) = 0.198 X exp(O) = 0.207 
0.489 X exp(O) + 0.198 X exp(O) + 0.313 X exp(-0.~51 

This is identical to the answer o~tained via the MNL model of Example 8.8. 

Discussion The incremental legit mQdet is also known as the pivot~point model. Note that 
if the.values of any attribute change, in this case X4 , then the change in utility is strictly a, 
function Of the terms that include th6se attributes. Also~ when computing the incremental 
utility, the mode~specific constant and any terms·corresponding to unniodified attributes ~re 
eliminated. 

8.4.5 Independence of Irrelevant Alternatives (IIAI Property 

Consider a multinomiallogit (MNL) model that includes alternatives A and Bin the choice 
set. Applying Eq. 8.4.5 to compute the probabilities associated with the two alternatives and 
computing their ratio, we obtain 

P(A) = exp(UA) =ex (U _ U \ . 
P(B) exp(U8 ) p A 8 (8.4.11) 

This eqtiatio>I states that the ratio of the two probabilities is a function of the difference in 
the utilities of the two alternatives and is not affected by the utility of any other altern.ative 
. ' 
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in !be cnoice set In other words this <ati.o is.notini'J.uenced.by any change in the utility of a third 
· ("irrelevanC) a]1emative. At:tothex way of stating. this. condition is. that. an~ change_in. the. utility 
of the third alternative .will. affect the shares of Aand.B by !be samepraportion .. This.condition 
is kriown as the independence of irrelevant· .alternatives (!lA) property. To illustrate the IIA 
property quantitatively, consider !be. results of Examples 8.6, 8.7, and 8.8. The ratio of 
P(A)/P(B) in Example 8.6- is 0.7110.29 = 2.45. After the intr.oduction.of !be rapid.transit mode 
(Example 8.7). there was: a reduction in the. shares ofb.oth the automobile (A) and the local bus 
(B) so that the ratio of the probabilities remained 0.48:9/0.198. = 2.47. The. dil'ference is. due. to 
rounding. Moreover, increasing the cost of rapid transit (Example 8. 8) hadaproportional effect 
pn the shareoftheolhertwo modes with no change in. their. ratio; that"is, 0.511/0.207 = 2.47. 

In many instances this result iS counterintuitive. For example, it would be reasonable 
to expect that changes in the cost of rapid transit would have a proportionally greater impact 
on the local. bus (i.e., another transit mode) than onlheautomobik The often-cited example 
of the blue bu.slned. bus makes. this point dramatically clear. 

Suppose that two mOdes, the automobile and a bus service using, blue buses, serve a 
zonal interchange. Further assume that the utilities of the two.modes are. identicaL Given 
these conditions, !he MNL formula will yield equal• shares. for the two modes. Now assume 
that half of the buses are painted red and considered to be a third mode hav,ing the.samecutility 
as !be other two. With three· equal utility· mcrdes, the MNL eqaatioo·w<;mld y,ield:equal• shares, 
each mode attracting one-third of the market. This would be a relatively inexpensive way for 
bus transit companies: to increase their. patronage.lnreality, however,.lhe. automobilecwould 
retain its 50% share and the remaining 50% would be split equally hetweenthe blue. and red 
bnses. The IrA property is the culprit as it ensures that the ratio of the pmbabilities of the 
original "modes" remains the same. A nested logit strncture can reduce this. probleiru. · 

8.4.6 The Nested log it Model 

The best prac.tice approach to rectifying (or alleast minimizing) the counterintuitive· impli­
cation nf the UA property of the MNL model is to employ a nested (or hierarchical) strnc­
ture where similar alternatives are clustered together [(e.g., Refs. [8.14, 8·.15]). Fig,lll'e8A2 
compares !be MNL and a nested structure involving three modechoices:: the automQbile; a 
local bus ·service, and rail transiL The MNL places these modes on a single level resulting, 

' in the usually undesirable IIA condition. By contnast, the nested structure· groups the bus 
and rail together as subchoices of the composite transit mode~. !his·. structure: pennits, a: 
change in the utility of one of the transit mndes (say, the local bus.) toaffectthesha<e:ofthe: 
other transit mode (i.e., rail) to a greater degree than a mode (in this case the auttnnobile) 
that does not belong to the transit nest. In other words a greater degree: af ch<>ice suhstituc 
tion is allowed·within nests than between nests. 

Examining the top-level decision of whether to trave:l by tbe: automobile «AJ;~or 
transit (T) gives 

P(A) = exp(UA) 
exp(Ur) + exp(UA) 

exp(Ur) 
P(T} = ---·-­

exp(Ur) + expo(:UA.) 

where the composite transit utility Ur = f(Uw UR) .. 

(SA.I2a) 
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{a~ Mtillinomia11ogit Structure for a three..-mod;C 'choice: 

ChOke 

•Composite Tr~nsit Automobile 

'i{:b;~ .Nested Lo.git :Stwcture 
Eigure 8.4.2 Comparison of MNL and 

neSted logit models. 

By moving to the lower transit level, the conditional probabilities* of choosing the 
:bus {,!B) m:the rail CR), given the decision to travel by transit, become 

P(BJT) = . exp(U8 ) 

exp(U8 ) + exp(UR) 

P(RJT) = exp(UR) 
exp(U8 ) + exp(UR) 

. (8.4.13a) 

(8.4.13b) 

·'ilib<Clflou'late the unconditional probabilities of choosing bus orrail, use the following equations: 

P('Bj = P(BlTJ XP(T) 

P(R) = P(RJT) XP(T) 

· (8.4.14a) 

(8.4.14b) 

The utility of the composite transit mode needs to capture the characteristics of all transit 
submodes (i.e., bus and rail). This is normally accomplished by including in the transit 
utility ewFessi.on .me Logsum variable {defmed as 1he natural log of 1he denominator of 
llq. 8.4.13) multiplied by its calibration coefficient: 

(8.4.15) 

'The transit utility .expression takes 1he form 

Ur =ar +···+a. xx. + axLogsum (8.4.16) 

The numerical value of the Log sum coefficient resulting from estimating 1he model pro' 
\vides information al:Jout the appropriateness ot1he selected nesting strncture. 

'*c'onditi'onal_probabilities are discussed~ Chapter 13. 



Ifthe estimated value of e· is ll,. the ltl!ru;itutility ofEq. 8.4.16 is independent of the 
Utilities of the submodes.Consequently the pril)lacy choice between, transit and auto is' not 
affected b:Y chruig(!S in the utilities of the submodes. A:ny such• change redistributes the 
marklot shares of the snbmodes solely between them:. In this case· the submode» are said to 
be peifect substitutes of each other; · 

If the estimated value of 6 turns out to be greater than lll>ut less than 1,. the selected 
structure is aeceptahle. A value of 6 exactly eq!lal to 1 imp.lies thatthere exists' an equiva~ 
lent MNL model thatis equally appropriate (i.e., the llA property holds),. whereas a. value 
greater than 1 indicates that the selected nesting structure is inappropriate aUd other struc" 

I - . . , 

tures need to be investigated. It is fairly easy to show mathematically that when .6' equal.s 
1, the equivalent MNL equation is nbtained by modifying the lltilities of the subchoimes as: 
follows: 

(8.4l.17) 

The following three examples illustrnte !he effect oU. 

1 Example 8.10 I 
An estimation procedure furamodechoicemodel ofthenestedlogitslrul:tureshown in Fig, 8.4.2 
found that Ur = ay + & X Logsum with <'r = -0.52 aod & = 0. For apllltiClli!Jll' zona! inter" 
change the following modal utilities were ca!Clli!Jll'ed in =daru:e wilhthe estimated nested 
logit model: · 

UA = -0.26 U~~c= -0.82. 

Calculate 

(a) the corresponding mode shares · 

(b) the effect of a policy that is expected·ro cause a chang!' AU8 = ~cr.20o 

Solutlon 

Part a: Baseline conditions 

Nest level 

Modem 

B 
R 

u; ... exp(Um) 

-0.92 0.399 
-0.82 0.44<l 

l ~0.839 

Ur ~ -0.52 + 0 X ln(0.839) = ~0.52 

Primiuy choice level 

Modem Um exp(Um) 

A -0.26 o.1n 
T -0.52 . 0.595 

I ~ 1.366 

P(miT) 

@1 5 
LOOO 

P(m) 

.. ~ 
1.000 
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Part b: After change 

·Nest level 

By Eqs. 8.4.14 

F(/1) = P(B,T) XP(T) = 0.476 X0.436 = 0.208 
P(R).;, P.(R T) XP(T) = 0.524 X0.436 = 0;228 
whereas P(A) = 0.564 

l = 1.000 

·Modem um exp(Um) P(miT) 

B -1.12 0.326 ~· R -0.82 0.440 
:;: = 0.766 1.000 

Ur = -0.52 + 0 X ln(0.0.766) = -0.52 

Primary choice level 

Same as above: 

P(A) = 0.564 and P(TI=("@9 

By Eqs; 8.4.14 '1 
·~~=../ 

P(B) = P(BjT) XP(T) = 0.476 X0.4) - 0.186 
./ 

P(R) = P(RjT) xP(T) ~ 0.524 X0.574 0.250 

whereas .·A P(A) = 0.564 

l = 1.000 

393 

Discussion Since e = 0, the tWo transit submodes are perfect substitutes of each other. Con­
sequentlythe share lost by the local bus Was entirely gained by the rail transit, whereas the auto 
share remained the s~e. 

Example 8;11 

An estimation pi-oCedti.re similar to -that of Example 8.10 in another metropolitan area foUnd 
.that.UT = ar + e X Log sum with ar = -0.42 and e = 1.0. For a particular zonal interchange 
the following mo~al utilities were calculated in accordance with the estimatedjlested logit 
model' 

UB = -0.88 /)R = -0.78 

Calculate 

(a) the ·corresponding mode shares 
(b) the effect of.a policy that is expected tO caUse a Change WR ·= '7"'"0.10. 
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Solution . 

Pqrra: Baselihe. conditions 

Nest level _· 

Modem 

B 
R 

Um 

-0.88 
. -0.78 

exp(Um) 

0.415 
0.458 

I= 0.873 

.. U7 = -0.52 + 1.0 X ln(0.~39) = -0.56 

Priinary choice level 

Modem 

A 
T 

By Eqs. 8.4.14 

Um exp(Um) 

-0.36 0.698 
-0.56 0.571 

I= 1.366 

P(B) = P(BjT) XP(T) = 0.475 X0.450 = 0.214 

'P(R) = P(RjT) XP(T) = 0.525X0.450 = 0.236 

· whereas 
' !>"""I:. 

P(A) = 0.456' ,. ) 

Part b: f,fter change 

Nest level 

Modem 

B 
R 

Primary choice le:Vel 

Modem 

A 
T 

I= 1.000 

Um exp(Um) 

-0.88 0.415 
-0.88 0.415 

I= 0.830 

U7 = -,0·"2 + 1.0 X ln(0.830) ,; -0.61 

Um expiUml 

-0.36 0.698 
-0.61 0.543 

I= 1.241 

Chap.8 

P(miT) 

~ 2 
1.000 

P(in) 

0.550 
(j)A5o) 

1.000 

P(miT) 

~ . 
. 

P(m) 

0.462 
<@ 

1.000 
' 
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By Eqs. 8.4.14 

whereas 

. P(B) = P(BjT) XP(T) =(Q:438 x_(}.S~= G.Z19 

.. . P(R) = P(RjT) XP(T) =~= (1219 

P(A) = 0.562 .. 

$ = U)OO 

Discussion . -The autO to b.1s share ratio -before. the change"in\the Ulllity of thetbird mode (iall) 
was 055010.214 = 2.57 and.afterthe change 0:562/0:219 =; 2.57. In other words, when 6 = 1.0, 
the !!A property holds true and an equivalentMNL model exist& According. to Eq. 8.4.17, the 

. corresponding MNL. utilitieS become 

u, = ~0.36 U8 = aT~ 0.88 = 1.30 U8 =aT~ 0.78 = ~ 1.20 

Applying the MNL to the baseline conditions using these modified ~lities yields 

Mod~m um. exp(Um) P(m) 

A ~o.36 0.698 0.550 
B -1.30 0.273 0.214 
R -1.20 0301 0.236 

~ = 1.272 1.000 

. This result ·is identical-to that Obtained via the equivalent nested mOdel. 
. c 

Example 8.12 

A thitd city undertook a Similar nested logit mOdel estimation study and found that U7 = a7 + 
6 x Los sUm with ar = -0.41 and 0 = 0.2. For a particular zonal interch~ge· the "following 
modal utilities were calculated in acCordance with the estima~ nested.'logit model: 

u, = ~0.41 UR = ~0.95 
Calculate 

(a) the correspondi:O.g mode. shares 

(b) the effect of a policy that is expected to cause a change i:J.U8 = ~0.30. 

Solution 

Part a: Baselilie conditions 

Nest level 

Modem 

B 
R 

um 

-1.05 
-0.95 

exp(U,) 

0.350 
0.387 

~ = 0.737 

UT = ~0.4L+ 0.~ X ln(0.737) = ~0.47 

P(miT) 

0.475 
0.525 
1.000 
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Primary chOice level 

Modem 

A 
T 

ByEqs . .S.4.)4 

whereas 

Part b: After change 

NeSt level· 

Modem 

B 
R 

-0.41 
-0.47 

exp(Um) 

0.644·. 
0.625 

:;; ~ 1.289 

P(B) ~ P(BIT) XP(T) = 0.485 X0.475 "' 0.230 

· P(RJ;, P(Rin xP(TJ ;,.o.4ss ~ofo5 ~ o.255 · 
P(A) ~ 0.515 

l ~ 1.000 

Um exp(Um) 

-1.35 0.259 
-0.95 0.387 

:;; ~ 0.646 

U7 = ~0.41 + 0.2 X ln(0.646) = -0.50 

Primary choice level 

Modem 

A 
T 

By Eqso.8.4J4 

whereas 

-0.41 
-Oc6l 

0.664 
0.608 

:;; ~ 1.272 

P(B) ~ P(BIT) XP(T) = 0.478 X0.401 ~ 0.192 

P(R) = P(RIT) XP(T) = ,0.478 X0.599 =' 0.286 

P(A) = 0.522 
l = 1.000 

Chap. 8 

P(m) 

0.515 
0.485 
1000 

P(miT) 

0.401 
0.599 
1.000 

P(m) 

0.522 
c(f.478') 
IJJOD 

Discussion In this case the before and-after Share ratios of auto and rail are, respectively, 
0.515/0.255 = 0.202 and 0.522/0.286 ~ 1.83; The change in the utility of the third (bus) alter­
native did not affect the other two modes proporti'onately·. With a value of 6' between 0 and 1, 
the IIA property of the 11JNL mndeldoes not apply to the nested structur;:. 

·-' 



. It is also worth :notirig -that ip. .all -of the three piecedin:g examples the re1atirve shares of 
'bus and ;;rail :u-nder:the :baseline conditions w.eFe identical (ex·cept for rounding) -even though the 
utiE:ties_uf'tb.e two-modes varied amoog the examples. This result is due to the fact that the~· 

·. f-noes between the modal utilities hl\ppened to be identical and Eqs. 8A& and 8.4.11 hold 
:true:, 'ThisJeads to the -c0nclusion that .adding .a scaling .ronstant (not to be confused with the 
~hoioe~~p:ecifi-c constant) lo al:l ~tilities p:r:eserves the integTity of the model. In fact, some ana­
.JJsts-make it -a pr.acti-oe ;tQ :add a positive scaling co-nstant ·to disutilities to express i'lhem .as pos­
--i:iive utilities. 

A relatively simple nes:tiing -structtrre was postulated in the di-scussion of nested logit 
!models 'SO far in :order .to oonvey the basic _prop~rties <Jf the structure. More .complex arr.ange­
ln.ents .are possible: .as illu.:stmted in ·F:tg. 8.4.3, which has been (with variations) .estimated in .a 
numberof roett;opofitan areas {e.g., Ref [8.16]) .. The model uses five MNL dusters in a nested 
arrangement. The primary chOi-Ce is a 'blliacy logit betw-een the compo-site auto .and the com­
posite-transit modes. The auto mode is .co-mposed of the subchoices ohlriving alone or car­
poo:ling by 2 tOr 3 + 'lrip-makers. The choi-ce between a-ccess modes {walk or 'drive) is included 
-on the transit 'Side.- The -!last tw<rnests cajJture the choice between local-(hus) an.d,pr-emium 
tran'Sit serviOe and the choice between drive access :to the premium transit mode (par:k-and-'1:i!:k 
versus bci:ng dropped off at the station). This particular structure does not provide for drive 
:acCess to the local transit service. 

F1g11<e 8.4.4 illustrates an alternate structure that allows for drop-offs at both local and 
prem-ium transit stations but does not provide for park-and-ride access,to :~-!:!:..'ter of the two. 
In .addition to such relatively S9phisticated mode -choice formulations, nesting schemes can 
-be sr.ecified an,d ·estimated for a wider combination of choices. Figure 8.4.5 mustrates a 

. ·structure that incorporates trip generation (i.e., to make a trip or not), the time of day for 
trips, the choic-e of destinatio~ and the choice of mode. Although conceptua:Uy specified in 

,·the early 1970s [8.15], nestcl:t structures ofthjs level of complexity were not attempted until 
-··Jiluch later. 

.Drive 
··Alone 

Carpool 
(2) 

Carpool 
(3+) 

Walk to 
Transit 

Drive to 
·Premium 

Figure 8.4.3 A three-level nested logit mode choice model. 
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I C~oke I .. 
I L 

I -Automobile I Transi_t · J 
. 

_l -
Drive Share· Local Premium 
AlOne Ride · Transit Transit 

I I 
. 

Walk tO Drop Walk to. Drop 
Local Off Premium Off 

/ ·. 

.. 

Figure 8.4...4 Alternate three-level nested logit mode choice structure. 

Figure 8.4.5 A-combined trip-generation, time~of~day, destinatio~, and mode chOice ·nested logit 
structure. 

8~4. 7 Estimation of log it Models 

'. 

Estimation of a logit model entails the selection of attributes; attribute coefficients, and 
mode-specific constants that'maximize the probability of replicating the observed mode 
choices of individuals (or other decision-making units such as households) as revealed in a 
base-year sample drawn from the population under investigation: The most common t;;,h­
nique used is known as the maximum likelihood (ML) method. Another is oased on the prin- _ -
ciple of entropy maximization. .· · . . .. . . 

The ML technique expresses the likelihood tmtt the probability (or likelihood L) fuatthe 
model is capable of replica!i!lg the ohservedcortditions as the piuductof me probabilities (according .. 
to the postulated model) that each inember o(the sample wpuld make the observed choice: 

. n . 
L = II P(K) 

i= l I f 
. (8.4.18) . 
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The estimation procedure seelaithe combination of model parameters that maximize this 
·· function or equivalently the naiurallogariihm ofL, known as the log likelilwqd and desig. 

nated as log L . .. . . . . .,. . 
The appropriateness of the estimated model is judged on the basis of reasonableness 

(e.g., correct relative values and signs of attribute coefficients) and by formal statistical tests. 
The t-test (see Chapter 13), for example, is used to determine whether each coefficient is sta· 
tistically different from zero. Most estimation software .report additional statistics. These 
include the values of the likelihood function associated with several potential models, such as: 

1. The estimated model that norrr,mlly contains a subset ofall the .. available variables 

2. A model that includes all available variables ("best" model) 

3; A model that expresses utilities in terms of choice-specific constants only (i.e., has 
no explanatory variables) 

4. A no-information model that assumes equal mode probabilities with its likelihood 
designated as L(O) 

A goodness-of-fit measure known as the likelihood ratio index, p2
, which ranges from 0 to 

1, is used to compare the likelihood L associatep with the postulated model to L(O), 

p2 = I - {UL(O)} (8.4.19) 

A value ofO, implying L = L(O), means that the estimated model does not have any explana- · 
tory power beyond the "no-information" model. The closer the index comes to 1, the better 
.the model is. An adjuSted form of p2 is commonly reported as well. Another test statistic, 
known as the likelihood ratio test statistic LR, c3n be used to ascertain whether the exclu­
sion of certain variables (vis-a-vis the "best" 'l'odel) is appropriate. LR is distributed 
according to the x2 (chi-square) distribution with degrees of freedom equal to the. sample 
size.* It is given by · 

(8.4.20) 
I 

Logit model estimation may be done at the individual(disaggregate) level or at higher 
levels of aggregation. Models estimated withdisaggregate data can be used to obtain aggre­
gate predictions through the use of the market segmentation aod sample enum~ration tech­
niques discussed in Section 8.2.3. 

In the case of nested logit models the estimation can PfDI'eed sequentially from the lowest · 
nesting level to the highest. Alternately, it can be done in a single step iri what is known as esti­
mation usingjitll infonnation. Specialized software packages are available for this purpose. 

8.4.8 Summary 

The purpose of a mode choice model is to predict the trip:maker's choice of travel mode. 
The factors that explain this behavior include: 

1. The characteri~tics of the trip-maker 

2. The characteristics of the trip 

3. The attributes of the available modes of travel 

*Refer to Chapter 13 for a discussion o.f hypothesis testing. 
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Mode split n>Odels maybe Aggregate•or disaggregate, depending on ,thelevel at which 
,they are calibrattxl. 

Pwely empirical diversion-curve methods have been <eplaced by the probability­
based multinomiall(lgit and nestedlogit formulations that we<e presented in this section. 

· · The concepts of utility and di;;uti!ity· .. emp!oytxl by the latter were explained. '!'he difference 
between choice-specific and attribute-specific models of consumer ·behavior was drawn and 
illustrated. 

8.5 TRIP ASSIGNMENT 

8.5.1 Background 

The last phase of the four-step transportation-forecasting process is concerned wi!h the trip­
maker's choice of path between pairs of zones by travel mpde and with the resulting vehic­
ular flows on the multimodal transportation network. This step may be viewed as the 
equilibration model between the demand for travel (QuK) estimated ·earlier in the process 
and the supply of transportation in terms of the physical facilities and, in the case ofthe var­
ious possible mass transit modes, the frequency of service provided. Incidentally, this con­
ceptual framework of economic theory is applicable to earlier steps of the process as well ' 
and has been so treated by many authors. Examples 8.6 through 8.12 illustrate how people 
respond to changes in the availability and price of transportation services. If the price of one­
mo4e increases relative to another, its market share wiH decrease. 

Returriing to the t-opic of network assignment,_the question of interest is, given QuK• 
that is, the 'stimate of interzonal demand by mode, determine the trip-maker's likely choice 
of paths between all zones I and J along the network of each mode K and predict the 
resulting flows q on the individual links that make up the network of that mode (Fig. 8.5.1 ). 
The estimates of link utilization can be used to assess the likely level of seryice and to antic­
ipate potential capacity problems. 

The number of available paths between any pair of zones depends on the mode of 
travel. In the case of private transportation modes a driver has a relatively large set of pos­
sible paths and path variations and also a good deal of freedom in selecting between them. 

Network~ 

description 
links and 
· nodes 

Network-
~ assignment 

model 

QlJKP and qif / Figure 8.5.1 Trip assignment inputs and 
outputs. 

) 
( 
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On the other'hapd, typical nfass .transit modes .offer a limited number of path (or route) 
choices. 

Three preliminary q4estions must be dealt with prior to the performance of network 
assignrriellt'The first is rdated to··the _difference between interzonal person-trips and inter­

. iomil vehicle-trips, the second is related to the difference between daily tJips (i.e., the estimate 
of the 24-h.demand) versus the diurnal distribution of this demand, and the third is concerned 
with the direction of travel of the trips to be assigned on the transportation network. 

8.5.2 Person-Trips and Vehicle-Trips 

The forecasts of the person-trip and vehicle-trip flows that are expected to use the trans-
, portation system are both rt'?levant to the assessment of its performance. The ~stimate of 
person-trips that desire to use a highway, for example, provides an indication of the pas­
senger throughput that will be accommodated. On the other hand, the level of service (see tlv-1 
Chapter 4) that the trip-makers experience when traveling on a highway is related to the 
vthicular flow (e.g., vehicles per hour) that desires to use the highway. For this reason the 
estimated interzonal person-trips must be translated into vehicular-trips prior to performing 
the highw~y ttip assignment (alSo knOwti as traffic assigrlineni) .. Car oCCupancies (i.e., per­
sons per car) vary between cities and also bet'ween trip types. Reference 8.1 provides sum­
maries of avefage daily car-occupancy rates by tr~p purpose a~d urban area size and 
presents default adjustment factors by tirrie of day and trip purpose. These rates and agjust­
mentfactors were compiled from a 1990 nationwide survey [8.17]. 

Advanced mode choice models in use by ·some transportation agencies predict trip 
tables by car-occ\lpancy level directly in a form that can be fairly easily converted to 

. vehicle-trips. The family of mode choice models exemplified by Fig. 8.4.3 illustrates this 
possibility. The utility functions of the subchoice automobile modes (i.e., driving alone and 
carpooling) typically include a wide range of explanatory variables. These include trip pur­
pose and orientation (CBD or other), parking availability and cost at the destination end, 
the availability of faster high-occupancy vehicle (HOY) facilities, and traveler attributes 
such as income, age, and so on. Thus they have a stronger behavioral basis. than simple rate 
models calibrated for the conditions prevailing during a base year.ln other words they are 

· sensitive to changes in the factors, which motivate decisions relating to driving alon'e versus 
carpooling . 

. Mass transit (or mrnsit assignment) muSt address another issue <is Well. In this case 
the specifiCation of an alternative system ·consists not only ;Qf the fiXed facilities that cOn­
Stitute the modal ~etwork, but also the scheduling of transit services. This .means that the 
analysis of a particular transit alternative must address the question of whether a proposed 
fleet size and operating schedule and the related vehicular frequencies (i.e., fiows) provide 
sufficient capacity to meet the anticipated interzonal person-trip demand. 

8.5.3 Diurnal (lime-of-Day) Patterns of Demand 
. . -

The ,highway flow§ and intersection ·approach volumes that are uset;i to calculate the pre- · 
· · vailing leve.l of service are expressed in vehicles per hour (Chapter 4). On the other hand;· 
, ~thy .. estimates of inte;zonal flows that are obtained by the trip-generation distribution-mode 

choice sequence are often'based on a 24-h period. As Fig. 8.2.2 illustrates, the demand for 
transportation exhibits a highly peaked pattern with a sharp peak period in the morning and 
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a generaliy longer but less pronounced peak pe,riod in the evening. It is appropriate, there­
fore,. to inves~igate the· performance of the transportation sys~em under peak-derilarid con­
ditions wh,<:a.capacityJimitations become ;nost critical. The time variation of demand is 
most relevant to mass transit planning becaqse the scheduling of seniice is typically tiilored 
to the variation of demand over the 24'h period. 

The diurnal distribution of demand may be estimated through the use of factors taken 
from observations during the base year, or it may be explicitly modeled in the preceding 
steps of the demand-forecasting process (see e.g., Fig. 8.4.3). Typically the morning peak­
period demand is in the range of lO to 20% of the total daily demand. Standard practice (see 
Fig. 8.l.l) entails the performance of three separate assignments by the time of day, the 
morning (A.M.) peak period, the afternoon (P.M.) peak peciod, and tp.e off-peak balance of 
the day. 

8.5.4 Trip Direction 

In the discussion of trip generation a distin~tion was drawn between prOductions and attrac- , 
tions on one hand and origins and destinations on the other. It was also explained why most 
trip-generation models estimate productions ra!her than origins. However, it is desirable 
that the assignment of trips(especially by the time of day) retains the ·direction of these 
trips. The predominant direction of travel during the morning peak period is toward major 
activity centers (i.e, CBDs or schools), and the rever~e is true during the evening peak 
period. The experience and knowledge accumulated through studies of the travel patterns 
within the region aid in the accomplishment of this task. Directionality factors by time of 
day and trip purpose are typically used to convert production-attraction tables to origin- · 
destination ( 0-D) tables. 

8.5.5 Historical Context 

The origin of traffic assignment can be traced to the 1950s and early 1960s, when the 
majority of urban freeways were constructed in U.S. cities. Typically highway engineers 
wanted to know how many drivers would be diverted from arterial streets to a proposed 
freeway in order to make decisions related to the geometric desigl.l and capacity of pro­
posed urban freeways. The. diver~ ion-curve model was developed to answer tbis question. 
This model employs empirically derived curves to compute the percentage of trips that 
would use the freeWay route between two points on some measure of relativ~ impedance 
between the freeway route and the fastest arterial route between the two points. Figure 
8.5.2 shows that the California diversion curves [S.l8]used travel-time and travel-distance 
differences between the two alternative paths to estimate the percentage of trips that would 
use the freeway. Figure 8.5.3 illustrates a diversion curve developed by the BPR [8.!9], 
where the ratio of travel times via the two routes Serves as the iw.pedance measure. It is 
interesting to note that when the travel times ate equal, less than half of the travelers tend 
to use the freeway, Thi1 may represent unfamiliarity withfreeway conditions when the 
curve was calibrated. 
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/(d- mt)2 + 2b2 

60 

40 

t = time saved via freeway route (min) 

'Where p = percent usage, 
d = distance saved in miles, 
t = time saved in minutes, 
m =,a coefficient relating the value of a mile saved to a 

minute lost; in other words, a scale value for the 
x ordinate for a given scale on the y ordinate, 

and b = a coeffiCient determining how far the vertices of the 
100 percent and 0 percent boundaries are from thy 
origin. 

Figure 8.5.2 California diversion cUrves. (From Moskowitz [8.18].) 
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A shortcoming of the diversion-curve method is the fact that drivers between two 
points have path options that contain both freeway segments and arterial street segments 
rather than two distinct all-freeway and all-arterial paths. Moreover, these combinations 
become computationally complex as the number of zonal pairs and the size of the trans­
portation network increase. Developments in computer technology have made it possible to 
expand the traffic assignment procedure' to large networks. A network assignment proce­
dure requires: 

. 1. A way of coding the modal network for computer processing 

l. An understanding of the factors affecting the trip-maker's path preferences 

3. A computer algorithm that is capable of producing the trip-maker's preferred paths 
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Figure 8.5.3 Bureau of Public. Roads diversion curve. (From Bureau of Public Roads [8.19].) 

8.5.6 Highway Network Description 

Fixed facilities (i.e., major arterials, expressways, and freeways) are specified by a set of 
nodes (i.e., interse.ctions and interchanges) and links; usuaHy local and minor streets are not 
included in the coded highway network. Each node is specified by a numerical code and 
each link is described by its end nodes. Important•characteristics of each link (such as its 
capacity, free-flow speed, or traveltime) are also specified. It is often advantageous to select 
the coding scheme judiciously to reflect other link attributes as well. For example, nodes 
that lie exclusively on arterial streets may be denoted by one range of numerical codes (say, 
between I 00 and ·1000), whereas nodes that lie on higher-type facilities may be coded with 
numbers in another range (say, greater than 1000). Thus a link connecting nodes 525 and 
666 is clearly a segment of an arterial'street, whereas link 1212-1213 is a segment of 

·freeway. Moreover, links 729-1432 and 1198-888 represent an on-ramp (i.e., connecting 
an arterial to a freeway) and an off-ramp (i.e., connecting a freeway to an arterial): 

The advent of geographic information system (GIS) technology (see Section 15.2) 
has greatly enhanced the efficiency and accuracy of network specification and coding. 
Figure 8.5.4 shows a portion of the highway assignment network in Honolulu, HI, at the 
stage of "cleaning." Network facilities cant>e displayed in a variety of ways, including the 
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_ Figpr.e,SoSA· Part of Honolulu's coded_network. 
{From Oahu ~e_tfopolitan Planning Organization) 
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one show,n where lines with Llistind-oolar (no,( :slaown) aRd weightoombinations ,can clearly 
-differentiate between :facility type. At ,this stage it is .graphically dear !hat -some madways 
have been misspecified, ,For -examp!e; Paalea Street at _!he ri,ghtand middle part ofthe figure 
11ppears :to have ,been ,caded ,as :a fr.,eway s 0gj:nent when in fact :it is a collector road. Also, 
,the symbols XX and XXX indicate that ,an. attempt was made to :assign street names to the 
-c<>rre~ponding rentr<>.idal connectors, :md .in the middle of the :figure Saint Louis Drive 
1\ppears :to ha¥e been :associated with t-wo distinct -streets. These :and-other -.coding -errors, of · 
.course, were subsequently corrected. Honolulu's 1998 highway .assignment network con­
sisted -of apprrn.imately 3700 liliks. 

In Fig. :8.5 A, the icregnlar lines ·.that have -no distinct modes at vertices represent zone 
:boundaries. As -geen ,in ·:fue "fi,g.ure, ,zone boundaries ·Gften ·coincide· with ·road:v.~ay .se;gments. 
1fravel-ana1ysis.zones,-are,oocled.as.a-set.of im~ginary;nodes'that:are're~erred·.to.as.zon.a/ cen­
troids. To .distinguish them from the ,actual network .nodes, .they are usually designated ·by 
:numerical .,codes ,at the .lower.rai1ge,.ofpositivejnt~gers. ''{:heir,ge0gf~phical.location is-often 
taken to .coincide -with ·the activity or population ,centroid,.ohhe ·zoneS:theyorepFesent, hence 
their .:name. Finally, .a -set of imaginary liriks-,known .as -oentroidalcconnectors .are--introduced 
,to'connecnhezonalcentroidsto·the,assignment:network. Although notreallinks, they are 
ty!'ically given link .attributes .corresponding to ,the 'average conditions that trip,mal<ers 

Figure 8.5..5 fbe 762-zope syste~,ufthe iSlan.d of-Oahu. 
(From~ Oahu MetropOlitan· Planning- Organization) 
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experience on the noncode,d Ipcal_and· minor street system·. Figure· 8..5-.5 sh0ws __ the travel­
analysis zone system (c. 1998) developedfo.r the island of Oahu, HI where the· city of Hon­
olu.lu is located . .The 600-square-inileislan<l was partitioned: into 762 zones, excluding two 
large ateaspf inaccessibie mOuntaineus terrain. The zone·size·ranges-from~as.smaH as. a city 
block within the CBD and "primary urban corridor" to much Jarger~izes. in outlying areas. 
Population, employment densities,_ la~d use, 

1
natural feUturesl ·and r_elation to the trans-

portation netwOrk serve as guides. to-zone (felineation. · 
It should be clear to the reader that specifying, coding, and: cleaning the zone system 

and the transportation network is a very tedious task. Well-defined zones and networks are 
critical. The simple network of Fig. 8.5.6 consists of five zonal centroids (i.e., nodes I to 5), 
six centr6ida1 connectcirs, nine street intersections (i.e., nodes,6 to-14 ); and 13 arterial street 
links. Although not followed in this simple-network, proper practice is to connect centroidal 
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Figu're,8:5.;6, Hypothetical network. 



Travel Demand 'Forecasting Chap.8 

.· 

.. . IX . . 1 .~. 'I :3 '4 s I " f.1 I s 9 10 11 12 13 14 

rr . . 5 . ·. 
2 ' i· 

3 

3 4 
I ' 4 4 5 

' 
5 I 

3 

'6 ·s .. : g 5 4 

7 '2 7 I 4 1 
' ' 

8 ·4 . 6 
' 

'9 :6 3 7 

JO 4 .5 3 5 

!1 ·4 . 5 5 8 5 
' 

12 :2 7 '6 

13 . 8 5 2 

14 3 5 4 

. J\ links to "dunimy" nodes along network links;rather·than direct~yto intersections. The reason 
~\ for this practi'ce is to ensure that traffic flowS on fue,centmidal connectors do not unrealisti­

callY load the intersections from nonexisti"Qg .approaches and thus adversely affect subse­
quent 'level-of-serv:ice calculations. B·y allowing .these flows to move in their natural 
direction ~i.e., from:noncoded minor streets to coded.links.and then into major intersections) 
subsequent 'level~of..,service analyses would .represent actual conditions more realisti~ally. 
The numericar v.a.lues in parentheses .correspond to the link impedances in--the--direction 
shown. This network is described by the link·array (Table 8.5.1), each cell of which ~epre­
sents a possible direct link between the row and column nodes. A numerical entry in a cell 
means that thereis in fact such a link, the cell value being, say, the link's impedance. The 
dimensions of the link array may be increased to include other link attributes as well, such 
as free-flow speed, length, and capacity. An alternate way to describe the network is by the 
use of a relational database that can hlcorporate a large number of link attributes. 

·- .8.5.7 Link Flows•and interzonal Flows 

A careful distinction must be made between the terms interzonal flows (Qu) and link flows 
(qij). The former refer to the demand for travel between a pair of zones. The latter is the flow 
that occurs on a specific link (i, j) of the transportation network and is the sum of all inter­
zonal flows that happen to include that particuladink on their preferred paths. For the sake 

I 
• 
I 

' • 

of clarity, .uppercase letters are employed in this book to denote zones (land J) and inter· , 
. zonal flow (Q),.and lowercase letters are Used·to.denote traffic assignment network node~ 
(i.andj).andlinkflows (q). · 
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8.5.8 Route Choice Behavior 

The-key to asSigning users on the rietwork is the, underlying behavioral assumption of route 
choice. In 1952 Wardrop established two mutually independent principles of route choice. 
According to the first principle, users choose the route that minimizes their own travel time. 
According tp the second prinCiple, users distribute themselves on the network in such a way 
that tbe average travel time for all users is equal (on each route leading from an origin to a 
destination) [8.20]. 

The first rule defines the user equilibrium, whereupon each user goes on the shortest 
path. The second rule defines the system equilibrium, whereupon the total cost of using the 
system is minimized. The tenns "shortest" and "cost'" typically refer to travel time, but 

,_elaborate eqUilibrium formulations acc;ount for generaliz.ed cOstS, Which include travel 
time~ fuel Consumption or fare price, average speed, number· of stops, and: so forth. 

A later dyvelopment in equilibrium principles recognizes the. fact that users have only 
limited inf()~ation about the network and their transportation options (mode and route) for 
going from an origin to a destination. Thus it is more logical to base the equilibrium on the 
perceptions of users. This way each user assigns himself/herself on a path that he or she 
thinks is the shortest. This is called stochastic equilibrium. 

The effect of these three· types of equilibria is most notable on networks . 
. According to the user equilibrium, all used paths between the origin and destination 

require the same travel time (or cost), whereas an· .Unused paths have times that are 
greater than the shortest time. It is likely that several paths between the origin and des­
tination will not have any flow. 

AccOrding to system equilibrium, all possible. paths are evaluated and users are 
as.sfgned in a way to minimize the network wide travel time or cost. This equilibrium ·rule is 
useful during the plann.fng stage oflarge traffic studies: Signal timing, channelization, lane 
allocations, and other tfaffic elements can. be used to encourage .or diScourage particular 
·routes so that the networkwide travel time, pollution, or congestion level is kept at a niin­
imum. According to the stochastic equilibrium; all reasonable paths (i.e., paths that logi­

. cally go from origin to destination) bCtween an orig~in and a destinatiori .Will have flow. 

8.5.9 Minimum Path Algorithms 

. Assume that it is required to find the minimum (impedance)'path between zones 3 and 5 on 
the network of Fig~ 8.5.6: This task may be accomplished by identifying all possible paths 

· between the two zones, computing their impedances, and choosing the path with the lowest 
.impedance. But even ill .the case of this extremely simple netWor~. the path enumeration 
procedure iS. time-consuming and inefficient. More efficient minimUm path algorithms have 
been developed as variations on a theme advanced by Moore [8.2.1}. Some determine the 
minimum path between a pair of zon·es, whereas -others compute the minimum tree, which 
contains all 'of the interzonal minimum paths that .~manate from a zone of origin. 

The basic minimum tree algorithm begins at the node of origin and proceeds outward, 
successively eliminating links that clearly do not belong on any minimum path emanating 

· ftomthe origin. Figure 8.5.7 illustrates this concept. Suppose that the minimum tree ema­
. nating from node I and tenninating in all other nodes of the network is being sought The 
·minimum path to node 5 passes through node4, But there are two possible paths to node 4: 
one vja node 2 and the other via node 3. The first takesj units of impedance and the second 



410 Travel-Demand Forecasting Chap. 8 

2 2 
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5 .4 (7) ' . .5 4 ._ __ ___., 
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(a) Simple network (b) Minimum tree from node 1 

Figure 8.5. 7 Link elimination . 

. takes 8 units: Therefore the first is the minimum path to node 4 and to any subsequent node 
whose path passes through node 4. The last link of the longer path (in this case link 3-4) is 
eliminated from the minimum tree shown by Fig. 8.5.7(b). 

The minimum tree may be described numerically by a tree table, as shown in Table 
8.5.2. The first column of the tree table contains all network nodes j including the origin. 
The second column contains the total impedance of the lninimum path from the origin to 
each nodej. The last column specifies the node i that immediately precedes nodej on the 
minimum path from the origin to node j. In other words the pair of nodes (i, j) defines the 
last link on the minimum path from the origin to node j. Thus the fourth row of the table 
says that the minimum path from node I to node 4 takes five units of impedance and that 
node 4 is immediately preceded by node 2. 

TABLE 8.5.2 Simple T~ee Table 

Node Total impedance Node 
(j) to nodef precedingj 

l 0 
2 ,, 3 1 
3, 4 l 
4 5 2 
5 12 4 

The tree table describes a specific path, say, to node 5, as follows: Node 5 is preceded 
by node 4 (last column of row 5), node 4 is preceded by node 2 (last column of row 4), and 
node 2 is preceded by node I (last column of row 2), which is tbe origin (last column of 
row 1 ). Reversing this order, the path from node I to node 5 consists of the following 
sequence of links: 1-2, 2-4, and 4-,-5. 

Most transportation planning packages (see Section 15.3). incorporate assignment 
algorithms. The more sophisticated packages incorporate vine-building algorithms. A vine­
building algorithm, when seeking minimum paths, takes into account both delays at inter­
sections (nodes) and turn prohibitions. 

8.5.10 A Minimum Tree-Seeking Procedure 

Tl]e following procedure produces the tree table that contains every minimum path ema-
nating from the node of origin: · 

I 

I. 

l 
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Step 1: Initialize the path imped;mces,of the tree table at zero for the node of origin 
;md a very large number for all other nodes. This large number ensures that 
the firstencounteredactual path to a node will be chosen. 

Step 2: Enter into a list the links (i, }) that emanate directly frpm any node i just 
added to the tree. , 

Step 3: For each node j included in ihe lis~ add lhe impedance of link (i,j) to lhe tree table's 
current total impedance to node i. This quantity represents lhe total impedance to 
node j via node i. If this value is smaller lhan lhe current tree table entry fornode j, . 
replace the current total impedance to j wilh lhe new total1impedance and enter' 
node i as the node that immediately precedes j. This operation replaces lhe longer 
palh to node j with lhe shorter one just discovered. If lhe new total impedance is 
greater lhan lhe current tree table entry, proceed to lhe next link in the list 

Step 4: Return to step 2, unless the list is empty, in which case the tree table contains 
the solution. 

Example 8.13: Minimum Tree Algorithm 

Find the minimum tree emanating from node 1 for the network described by the link array of 
Table 8.5.1. 

Solution The graphical solution to this problem is summarized in Fig. 8.5.8. The related cal­
culations are shown in Tables 8.5.3 and 8.5.4. Table 8.5.3 shows the changes performed on the 
tree table as the tree is built outward from the origin (node 1). The second and third columns 
of the table have been expanded to shoW these changes as they occur during the procedure. The 
~nitial condition (stage I) contains only the node of origin. Alllinlq; emanating from node 1 are 
next entered in'the list (Table 8.5.4) and are also shown Qy dashed lines on the graph of the pat'~ 
tial tree (Fig. 8.5.8) .. These links and their link impydances are found· in row 1 of the link array 
(Table 8.5.1). In this case there is only one entry, link 1-6 with a lir..k impedance of five units. 
The calculations of stage II are shown in Table 8.5.4. The impedance of the new path is com­
puted by adding the impedance of link ( 1, 6) to the current tree table entry for node i = 1 

TABLE 8.5.3 Tree Table Changes at the End of Each Stage 

Node ·.Total impedance to node j Node. preceding} 

(j) . I II III IV v VI I II III IV v VI 

I 0 -
2 00 15 7 N 
3 00 21 8 0 . 

4 00 18 11 
5 00 19 12 
6 00 5 1 c 
7 00 13 6 h 
8 00 17 . 7 a 
9 00 10 

I 
6 n 

10 00 9 
' 

6 g 
11 00 14 

I 
10 e 

12 00 17 ,9 
13 00 22 11 
14 00 19 11 
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TABLE 8.5.4 list Changes and Related CalcUlations 

Stage ·Links.- :Compute_,.- - Compare to tree table 
N '( j new path imp,edance stageN- 1 · . Decision 

II 1 6 0+5=5 . 5 <co Accept 

III 6 7 5 + 8 ~ 13 13 < 00 Accept 
9 5+5= 10 10< 00 Accept 

10 5+4=9 9<oo Accept 

IV i 7 2 13 + 2 ~ 15 15 <co AcCept 
8 13+4~ 17 17 < 00 Accept 

10 13 + 7 = 20 Reject ·----------------------------------------- Reject 
9 w 10+3=13 13 > 9 Rejtx:f 

12 10 + 7 ~ 17 17 < 00 Accept 
10 7 9 + 5 ~ 14 14> 13 Reject 

9 9 + 3 ~ 12 12>·10 Reject 
II 9 + 5 = 14 . 

) 
14< 00 Accept 

v 8 3 17 + 4 ~ 21 2I.<oo . Accept 
11 4 14 + 4 ~ 18 18 < 00 Accept 

8 14 + 5 ~ 19 19 > 17 Reject 
13 14+8~22 22 < 00 Accept 
14 14 + 5 ~ 19 19:<oo Accept 

12 5 17+2~ 19 19 < 00 
.. 

Accept 
13 ·17 + 6 = 23 Reject ------------------------------------------ Reject 

VI All links emimating from o·odes 3, 4, 5, 13,.and 14 are rejected; the list is--now empty and ~e 
procedure ends: 

(i.e., 0 + 5 = 5). This value is compared to the current tree table entry for node j = 6 
(i.e., infinity). Since the new path to node 6 is shorter than the current value, the new· path 
is accepted. Stage II of the tree table and the tree diagram reflect this modification. All 
links emanating from the newly added- node- (node 6) are placed in th~ list to be consid­
ered at the llext stage. They are also shown by dashed lines on the partial tree diagram. 
At the end of stage III nodes 7, 9, and 10 are added to the tree, and.the links emanating 
from these nodeS (i.e._, the links found in rows 7, 9,.and 10 of the link array) are placed 
in the list. Note that the stage IV entries to the list contain two ·alternative paths to node 
~10: One via node 7 and one via node 9. Of these two, the second is shorter, so'the first 
m·ay be rejected immediately. The path to node 10 via node 9 is also rejected in favor of 
the current path to 10, which the tree table shows to be via node 6. The procedure 'Con­
tinues until stage VI, when all ·of the list entries· are rejected, that is, when the list is . 
empty. The final tree table-emanating from ·node 1 and the correspO~ding diagram are 
shown in Table 8.5.5 and in Fig. 8.5.8, 

Discussion This example found the minimum tree emanating from node 1 and termi­
nating in all other nodes of the network. It does not contain any other paths. Thus the 
sequence oflinkS shown on the tree of Fig. 8.5.8 joining node 3 and node 14 does not rep­
resent the minimum path between these nodes. In order to find the minimum tree emanating 
from node3, the pro<;:edure must be repeated, starting With the appropriate initialization' of 

,the tree table, 

i 

i 
' 
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TABL£85c5 ·Fin.al Tree Tab'le 

Node Total impedance Node 
(j) -to·no~ej -pr.ecedin_g] 

l' (j 

2 15 7 
3 20 g 
4 IE ll 
5 19 12 
6 5, l 
7 13 6 
8 17 7 
9 10 6 

10 9 6 
ll 14 10 
12 17 9 
13 22 II 
14 19 ll 

8.5.11 Free/ AU-or-Nothing Traffic Assignment 

The free/all-or:Cnothing assignment technique allocates the entire volume inter9hanging 
between pairs of zones to the minimum path calculated dn the basis of free-flow link imped­
ances. After all interchahge volumes are assigned the flow on a ~articular link is computed 
by summing all interzonal flows that happen to include that link on their minimum p~ths . 

. Example 8.14 

Assign the following interional vehicular-trips emanating from zone 1 to the network of 
Example 8.13. 

2 
800 

3 
500 

4 
600 

5 
200 

Soiution The minimum tree emanating from zone 1 is reproduced in Fig. 8.5.9. The inter­
zonal flows using each link of the tree are summed to compute- the total contribution of the 
given flows to these links. Thus link 7-2 takes only the total interc-hange between zones 1 and 

·. 2, and link 7-8 takes the flow from zone 1 to zone 3. Link 6-7 takes the sum of the flows from 
zone 1 to zone 2 and from zone 1 to zone 3 because it belongs to both minimum paths_. These 
links may also be assigned additional flows if they happen to be part of minimum paths that 
originate from zones Other than z_one 1. 

8.5.12 Free/Multipath Traffic Assignment 

In essence, a free/ali-or-nothing assignment assumes that all trip-makers traveling between 
a specific pair of zones actually select the same path. In reality, interchange volumes are 
divided among a number of paths, and algorithms that are capable of determining several 
paths between each pair of zones in order of increasing impedance are available. Therefore 
it is possible to apportion the interchange volume betwelm these paths according to some 
realistic rule, The diversion-curve method described earlier is a case where the interzonal 
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Figure 8.5~9. Minimum tree. 

flows are allocated to two competing paths. Other allbcation rules are also possible. For 
example, Irwin and von Cube [8.22) suggested the following inverse-proportion'function to 
compute the f~action to be assigned to each of a number of interzonal routes: 

p(r) 
Wjj) 

2:· w;;; 
X 

(8.5.1) 

where Wu, is the impedance of router from I to J.'As the following example illustrates, the 
use of the multinomiallogit (MNL) model (see Section 8.4.3) withdisutilities based on path 
impedances is another possibility. 
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Example 8.15 

A ~ultipatp_ algorithm found the interzonal itnpeciances of the .fouf shorter paths between a pair 
of zones ro· be 1.0, 1.5, 2.0, ·and 3.0 ·unitS -o( disutility. Estimate the percentage of-trips to be 
~signe,f to ·each of the fouf routes aCcording to the MNL model. 

Solution Applying Eq 8.4.5 with the negative of the path disutilities in place of the utility 
terms, we obtain 

p(l) = 0.47 

p(2) = 0.29 

p(3) = 0.17 

p(4) = 0.07 

Discussion This example merely illustrates how the MNL model may be applied
1
to the unre­

Strained multipath assignment problem. Whether this model is adequate for a particular planning 
study ~ust also be the subject of inquiry. The computational complexity of these models should 
not escape the reader'"s attention, but computerized algorithrris that deal effectively with the 
repetitive nature of the calculations are available. Of greater compl6xity are Capacity-restrained 
algorith.ms that in~oroorate the effect of traffic flow on link impedance. 

8.5.13 Capacity-Restrained Traffic Assignment 

In Chapter 3 we showed that as the flow .increases toward -capacity, the average stream speed 
decreases from the free-flow speed (up to the speed at maximum flow Cum). Beyond this point 
the internal friction between vehicles in the stream becomes severe, the traffic conditions worsen 
(i.e., levels-of-service E and F}, and severe shock waves and slow~moving platoons develop. 

The implication of this phenomenon on the results of free-traffic assignment presents 
the following paradox: The interzonal flows· are assigned to the minimum paths computed 
on the basis of free-flow link impedances (us•Jally travel times). But if the link flows were 
at the levels dictated by the assignment, the link speeds would be lower and the link travel 
times (i.e .• impedances) would he higher than those corresponding to free-flow conditions. 
As a result. the minimum paths computed prior to trip assignment may not be the minimum 
paths after the trips are assigned. Several iterative assignment techniques address the con­
vergence between the link impedances assumed prior to assignment and the link imped­
ances/that are implied by the resulting link volumes. These techniques are known as 
capacity-restrained methods or techniq~es that employ capacity restraints. -

The relationship. between link flow and link impedance is described as the link' 
. capacity function. Several suc!l functions are found in the technicalliierature. Figure 8.5 .I 0 

· presents the form developed by the BPR which is ewressed mathematically as 

w = w [1 + o.is c=}] (85.2) 

where 

w = impedance of a given link at flow q 
' w = free- flow impedance of the link 
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Figure 8.5.10 Bureau of Public Roads link capacity function. 

q =link flow 

qmax = link's capacity 
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This function states that at capacity the lin'k impedance is 15% higher than the free-flow 
impedance. If the demand were to exceed the capacity of the link, the resulting shock waves 

. and their dissipation times (see Chapter 3) would cause a rapid deterioration in the link flow 
conditions. The original BPR capacity function was based on the relationships' found in the 
1965 Highway,Capacity Manual (HCM). Since that time the equation has been modified to 
be consistent with more recent data. One modification was to substitute parameters <x and 
·13 in place of the constants 0.15 and 4 and to allow these parameters to take different values 
depending on facility type, design· speed, the number of signals and other interrupti()ns .Per 
mile, and other characteristics. Table 8.5.6 presents values for the two parameters for free­
ways and multilane highways based on the 1985 edition of the HCM. Although the modi­
fied BPR equation constitutes standard practice, several model sets make use of altemate 
mathematical fo~s. including complex conical-section functions. . · .. 

Capacity,restrained algorithms incorporate link-capacity fqnctions in their s~ch for 
convergence to an equilibrium state. They may be either all-or-nothing or multipafu. An 
example of the former is the illgorithm developed by CATS [8.23], where the following 
assignment procedure is applied: An interchalige is chosen at random, the ntinimum path is 
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TABLE 8.5.6 Modified BPR ,Coefficients 

Facility Sp.eed 
type (mi/h) " ~ 

·so 0.56 3.6 
·Freeway 6{) 0.83 5.5 

70 0.88 9.8 

50 0.71 2.1 
Multilane 6{) 0.83 2.7 

70 5.4 

Source: NCHRP 365, 1998 [8.1]. 

determined using the free-flow impedances, and the entire interchange volume (i.e., aU-or­
nothing) is assigned to this minimum path. The impedances of the links that make up this 
path are updated according to the assigned t1ows, and another interchange is randomly 
chosen for similar treatment. The procedure ends when all interchanges are considered. 
Although not realistically reproducing particular interchange flows, the incremental 
updating of link impedances is expected to result in realistic estimates of the equilibrium 
link flows. 

A multipath extension. of the CATS method begins with an· uncongesred network, 
finds all of the minimum paths,. <!nd assigns a portion (say, 20%) of each interchange 
volume to these paths. It then updates the link impedances according to the resulting par­
tial lin~ flows, "recomputes thh ·niinirrium paths, and assignS the next increment of the inter­
change volumes. The procedure continues unti!IOO% of the interzonal flows are assigned. 

The method originally developed by the BPR [8.19] first performs an all-or-nothing 
assignment based on free-flow link impedances. It then updates all loaded links and repeats 
the· ali-or-nothing assignment using the new impedances. After several iterations paths 
between pairs of zones are assigned a portion of the interzonal flow in proportion to the 
number of times that each appeared to be the minimum path. Figure 8.5.1! illustrates the 
results of this procedure on a small hypothetical network after four iterations [8.24]. 

The Urban Transportation Planning System (UTPSJ, a battery of computer programs 
developed.by the FHWA, includes a method that is based on the linear programming opti­
mizationtechnique [8.25]. Figure 8.5.!2 illustrates this method, which begins with a free/ali­
or-nothing assignment (iteration 0). The simple two-zone diagram shows that 100% of the 
interzonal flow is assigned to the minimum path. The BPR function (Eq. 8.5.2) is then applied 
to update the impedances of the loaded links. Iteration I repeats the ali-or-nothing assignment 
based on the updated. link impedances. At this . stage the linear programming algorithm is" 
applied to c~culate the. value of the varifble >-.• which is used to div.i.de the. in ... terzonal volume 
between the first two paths. The link impedances are updated accordingly, and the procedure 
continues until ), is close to zero, a sign that an equilibrium stage has been reached. · 

Other capacity-restrained assignments have been reported in the literature, including 
a two-pass Markov model, which allocates traffic to links based on reasonable transition 
probabilities [8.26], Standard practice involves the use of p1ore sophisticated equilibrium 
assignments. The sjmpler techniques are still in use in the context of site-spe9ific. analyses 
(see e.g., Chapter 9). 

'i 
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Tree computed using speeds obtained in the travel-time study 

\.- - - - - Tree computed.,after first iteration of capacity restraint 
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Tree computed after seCond iteration of capacity restraint 

Tree computed after third iteration of capacity restraint 

Zone number 
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Figure 8.5.11 Illustration of the Bureau Of Public Roads multipath assignment 
procedpre. 
(From Humphrey [8.24].) 
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Equilibrium process 
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.8.5.14 Transit Assignment 

Figure 8.5.12 Urban transportation 
planning systemcil.pacity­
restrained assignment 
procedure. 
(From Levinsohn 
et al. [8.25].) 

The assignment of interzonal trips to a transit network presents certain complications that 
are not encountered in traffic assignment. In addition to the trans.it network of links and 
nodes, transit operations involve the identification of transit routes and schedules. The tem­
poral pattern :md directional orientation of demand coupled with resource limitations (e.g., 
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. Figure 8.$~13 Sample codiil.g for transit assignment ·with MU\TUTP. 
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avail'able fleet size, operating costs) alwilysdictate a serviCe-coverage that is not ubiquitous. 
Overlapping routes, the need to.tfansfef between rOutes, differences between excluSive 
right-of-way lines and mi.xed traffic operations, and· variabilities of service in time and 
space add to the challenges associated with transit assignment. Figure 8.5.13 illustrates the 
level of detail required when specifying a transit network.The methods of-transit network 
analysis, however, are beyond the scope of !his book. , 

8.5.15 Summary 

Trip assignment simlllates.the_ way -in which trip-makers select their paths -between zones. 
Traffic assignment estimates the expected flows that the links of the highway network are 
likely to experience to help anticipate potential capacity problems and to plan accordingly. 
It requires a behavioral hypothesis of route choice, a method of describing the highway 
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. network for computer proceS&ing, a way of selecting the appropriate interzonal paths, and a 
way of realistically allocating (i.e., assigning) the interzonal volumes on these paths. Several 
traffic assigr7 nemtmodels were describedih thi;; section, including a simple two-path diversion­
curve model. In· addition, traffic assignment models that are more appropriate for the analysis 
oflarge networks were described: These modelswere classified in two ways. First, they were 
identified as either capacity-restrained or free assignment models, depending on whether or 
not they explicitly account for the effect of congestion. Second, they were categorized as 
either ali-or-nothing or multipath models, depending on whether they allocate the interzonal 
demand on a single or multiple paths. In addition to path (or route) allocation, transit assign­
ment must :ontend with complexities that are not present in trafftc assignment. 

8.6 TRANSPORT BEHAVIOR OF INDIVIDUALS AND HOUSEHOLDS 

8.6.1 Background 

This section concentrates on behavionil aspects of transportation demand. The prevailing 
trend in demand analyses is toward focusing on the household and its individual members 
in an effort to achieve a better understanding of transport demand. This focus reveals that a 
large number of factors (i.e., from most tangible factors, such as gender, age, and income, 
to most elusive ones, such as personality and lifestyle) affect transport behavior and conse­
quently the utilization of transportation systems and modes. 

It is well known that transportation is by and farge a derived demand. Individual and 
household needs generate the demand for transportation. The transport behavior of indi­
viduals and households results from their transport-related decisions, which may be classi­
fied into long- and short-term decisions. The long-term decisions are referred to as mobility 
choices and include decision relations to residential location, employment location, auto­
mobile ownership, and mode to work. The short-tenn decisions are referred to as !'ravel 
~hoices and include frequency of travel for various purposes, such as mode, destination, 
route, and time of day of trips. 

In disaggregate transport behavior analyses one important element is ·the unit of 
analysis (i.e., the entity upon which the analysis is focused): It could be the individual or 
the household. Individuals can be viewed independently, with their own unique aspirations, 
goals, and idiosyncratic pt;:rsonalities. However, the behavior of individuals belonging to 
households is eonstrained and will I?ecessarily conform to certain role assignments usually 
defined to meet household as well as individual goals with reasonable efficiency. Therefore 
it is important to recognize the effects of household characteristic while trying to account 
for the personal attributes of each person in the household. 

8.6.2 Conceptual Models, 

Several conceptual models describing the process generating the transport behavior of 
people have been develope& The process generating . the transport behavior of people 
founded upon work by Hartgen and Tanner [8.27], Field et al. [8.27], Salomon [8.28], Ben­
Akiva and Lerman· [8.29], and Prevedouros [8.30] is presented in Fig. 8.6.1. 

The environment within which households and individuals exist may be represented by 
a Set of activities, defined by· lOcation, time, and money requirements as well as constraints 
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Figure 8.6.1 Conceptual mod~Jf factors affecting transport behaVior. 
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(e.g., food store closes at9· P:M., favorite restauraneis closed on Thursdays, the movie show 
costs $5 before 3:00 f-,M. and $8 after 3:00. P.M., etc.). The activity locations are connected 
with a transportation system that has distinct chlrracteristics (e.g., network structure, modes, 
performance; costs to-the traveler) and. policif;s (e.g., parking regulations, transit hours of 
operation, time-variant fare or toll pricing, etc.) 

The personal and joint needs of individuals·create the set of household needs. Some 
neec\s must be fulfilled. (i.e., work, school, maintenance) at certain time periods, whereas 
some others: are optional (i.e., recreational activities). When the set of needs that can or must 

. be fulfilled and the resulting set of activities that will meet those needs have been identi­
fied, the personal characteristics and responsibilities of each person deterntine the chosen 
activity sequence for each household member (which will result in· the fulfillment of needs). 
This is a dynamic process with much variation around an "average" activity pattern as well 
as longer-term changes of the average pattern. 

Focus: on the persoRal characteristics and responsibilities of each individual reveals 
. that each person has a set of values and a· distinct personality. These elements interact with 
the surrounding world generating their lifestyle. Lifestyle, according to Salomon [8.2?], is a 
person's orientation of life through three major decisions: the decision to form a household, 
the decision to participate in the labor force, and decisions about spending free time (leisure). 
Many more detailed components can be attributed to lifestyle, which are complements or 
parts of this broad definition (i.e., preference for residence location, degree of career orien­
tation, preference for specific types of automobiles, entertainment preferences, etc.) 

TWo major underlying components of a pers9n's lifestyle are his or her personality and 
occupational status, both of which are responsible to a large degree~ for the orientation of each 
person in life. Lifestyle i' important because it underlies the decision-making prcx:ess of indi­

. victuals. Certainly the chosen lifestyle of each person is not a straight, narrow line connecting 
points in the person's life. It is better to be viewed as. a broad path through life. In other words 
individuals make decisions.and perform activities: that broadly fulfill their lifestyle aspirations. 

Another important element for each individual household member is that of the role 
and role commitments (i.e., provision of shelter, feod gathering, schooling, working, etc.) 
The role is tied to a function or a set of functions;. by perfornting a set of activities that ful­
fills those functions, a person assumes a role. Functions are defined by the needs. ofindi­
vidualsand household members. Thus the role constitutes a link between needs and patterns 
offulfilling needs. The needg cluster in four broad groups: household/familial, work/career, 
interpersonal/social, and leisure/recreation [8.27]. The responsibility for the fulfillment of 
roles within each group is divided among members in the household. The basis for this divi­
sion is a result of a mix of factors, such as social norms, past experience, time and oppm­
tunity constr<;tints, sociocultural and personality factors, and negotiation. There are short­
and long-term role commitments. Over time roles change for household members as the" 

. household evolves through the life-cycle stages* [8.31]. 
All of these result in the activity sequence chosen by the individual household 

member. This sequence allows fulfillment of the needs of the household and achievement 
of the person's lifestyle aspirations. The chosen activity sequence then serves as the input 

~The basi~ life~cycle stages of a household are the following, inc~onological order: single person;.~ouple 
wit.hQut children, couple or single parent with deperldent children,. couple or.single parent with independent Chil'­
dren (children at driving age or older living at the parental household); couple Of seniors, senior single- pelTson., 

., 
i 
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for the mobility and travel choices o(the houSehold members, which in tu~n define the 
transport behavior (see Fig, 8.6.1). 

Jhe sum of the 'cl;wsen actiyily sequence am! the transport behavior across all indi­
viduals in the population'feeds back the set of values and norms of the society, as well as 
the technology and the 'transportation system and policies to the household (macro theory, 
Fig. 8.6.1). This dynamic interaction modifies the environment in which individuals live. 
An adaptation process then takes the place and the household needs and standards and aspi-
rations for each person are adjusted. "" 

The critical elements of this framework are the individual and household needs as well 
as the lifestyles of the individual household members. Then; are some basic elements of 
needs and lifestyles that can be found in most individuals at most places (i.e., work, shelter, 
household formation, transportation). A number of factors (i.e., culture, environment, avail­
able technology, etc.) shape and differentiate needs and lifestyles across individuals, house­
holds, or places. The process in Fig. 8.6.1 suggests that people's transport behavior is 
affected by such factors as household structure, availability and cost of activities, persomility 
and lifestyle, technology available to users, location patterns, personal or household income, 
sOcial values and norms~ and transportation s)rstem characteristics and policies. 

8.6.3 Demand Models with Behavioral Content 

Detailed lcr)owledge of the factors affecting transport behavior enables the estimation of 
realistic models for transport-demand forecasting, including models of automobile owner" 
ship, trip gen~ratiop., mode choice, residence location choice,_ and diversion choice (i.e., 
response of drivers to real-time information. on traffic ct:mditiOns). The latter is critical in 
the rapidly approaching ITS (intelligent transportation systems era, discussed in Chapter 6). 

In addition to the factors mentioned earlier, perception of quality of service and atti­
~des toward transportation moQ.es can be included in quantitative representations of trans­
port behavior (models) to enrich the coverage of factors affecting transport behavior and to 
obtaina better understanding of the impact of each factor on transport behavior [8.32, 8.33]. 

Kn,owledge o~ transpOrtation systems' and s"ervices varies among peOple, as does the 
degre6 of accuracy with which- characteriStiCs of transportation systems and services are 
known to people. Two majbr characteristics affecting the choice of mode are travel time and 
.travel cost. One's perception may be thai the travel time from A to B by bus is 25 min and 
10 to 12 min by private car. Although the actual travel time by bus is 15 to 18 min, this 
objective fact is not the input utilized by the person considered when deciding his or her 
mode of transportation from A to B. Misperceptions also apply to travel cost. 'IYpically 
people tend to-count only the out-of-pocket cost of·using an automobile (i.e., gasoline, 
parking. and tolls) and forget the substantial costs of vehicle depreciation, insurance, alld 
maintenance. The aforementioned mlsperception of characteristics may bias thtjudgment 
of the merits of private auto and public transportation, which would result in a higher than 
normal proportion of people selecting the private auto as their means of transportation.* 

It may take arl extensive and expensive marketing campaign by a transit authority to. 
partially corr,ct public misperceptions. It is. critical, however, that public transit agencies 

' *Similar misperceptions are evident in intercity transportation as well. ln this c_ontext modes are often 
selected based,on their termiri.al-to-tenninal performance, thereby ignoring su_bstantial acce$g and ·waiting times 
'(e.g.', bias_jtoward fast traVeling modes; also see Fig .. 5.3.1)_. · · 
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and private travel industries utilize nlodelS and planning tools that include both their cus­
tomers' ·perceptions and objective system Characteristics. 

' . - l 

The feelings -or attitudes toW_ard a transportation mode also· affect travel choices in 
important ways. People tend to have a less favorable attitude toward public transportation 
(i.e., in terms of scheduling, privacy, conven;ence, and safety) than toward the private auto 
[8.32], especially in the United States. 

In the remainder of this section we discuss two basic models developed on the basis of 
household travel behavior: an automobile ownership and a trip-generation' model. Automobile 
ownership is considered as one of the key determinants of transport behavior and is included 
in virtually every model Of trip generation and mode choice [8.34]. A basic classification of 
automobile-ownership models results from the unit of analysis. A model is disaggregate when 
the unit of analysis :s the individual or the individual household. When characteristics of indi­
viduals or households are aggregated in any way (i.e., in tracts, zones, etc.) for model estima­
tion the resulting model is aggregate. The data' also characterize the geographic area of 
applicaticm of a model. There are models built to fit specific urban environs, states, and nations. 

Regression models are used to estimate levels of automobile ownership (y.g., the 
number of automobiles owned by a, household). Poisson regression and logit models are 
used to estimate a household's probability of having 0, l, 2, ... automobiles. Studies show 
that the number of household drivers, the number of dependent children (i.e., before the age 
of driving), and location (i.e., high- and low-density locations) play an important role in 
automobile ownership and usage (refer to Example 8.16later in this section) [8.30, 8.35]. 

The classification of trip-generation mOdels (i.e., aggregate, disaggregate, local, 
regional, etc.) is similar to that for automobile-ownership models. A usual method for model 
estimation is regression. Trip-ganeration modelS:' are often segmented by either gender or level 
of automobile ownership. Common factors used in trip-generation models are the number of 

· automobiles available (i.e., owhed plus rented or company-provided), household structure 
(i.e., size, life-cycle stage, and number of workers), residential location, and income. 
· Recent advancements in travel behavior focus on activity analysis [8:36]. Activity 

analysis involves the integration of concepts from psychological theory, sociological 
theory, economic theory, and geography, and intends to develop a clear understanding 
of the people who make the trips (i.e., motivational structure and psychological pro­
file), the interdependencies among people both within and outside the household, the 
people's opportunity set, transport services, and options. (See the TRANSIMS model 

·in Chapter 15.) · 
· Examples of disaggregate automobile-ownership and trip-generation models are pre­
sented in Table 8.6.1. The automobile-ownership model includes the following variables, 
in the order listed in Table 8.6.1: · 

· 1. Number of household members who are eligible to drive (i.e., at age 16 or older) 

2. Number of household full-time workers 

3. Number of household workers who are employed in the suburbs 

4. A binary variable that identifies households with dependent children (i.e.; variable is 
equal to 1 if there are children younger than 16 years of age) 

5. A binary variable that identifies households with senipr members (i.e., no children 
present~ at least one me~ber at the age of 65 or older) · . 

6. Income in 1989 U.S. dollars 
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. TABLE 8.6.1 Examf}les. of Automobile-9wnersh.tp and Trip-Generation _Mo,de/s 

Autom0bile-mvner:shi.pm~9e1.[8 .. 30] 

·Dependent varif!.ble-:· Number of household 
automobiles 

Independentvaria,bies 

Number of drivers. 
Number of full-time workers 
Number working in the suburbs 
Household with dependent children 
Household with senior members · 
Income (thousand 1989 U.S. dollars) 
Use of mass transit to work 
Low-density residence location 
Constant 

R' 
Number of cases 
Source of data: Surve.y in Cl;licago, Illinois 

Paramete~: 

0.58 
0.11 
0.11 
0.11 

-0.13 
0.04. 

-0.28 
0.14 
0.23 

0.54 
1372 

Tri'IJ""geaeration model ~8..37} 

Dependent variabk Household: trip& tO> W<trk 

Independent variab-les: 

Number of worker& 
Number of adtllt fema~es 
Number of adult males 
Household size 
Number of nondrivers 
(High education) (workers) 
(Low ed~cation) (workers) 
VInc-ome(in DFI)/1 00 (workers} 
(High-density) (workers) 
{Lo~-density) (workers) 

_Parameter 

3.933 
0.416 
0.918 
0.282 

-0.457 
0.23a 

-0.3S' 
0.22a 

-O .. Jla 
-0.43a 

Constant -0.36a 

If 0.56 
Number of cases 1739 
Source 'of data: Survey in the Netherlands 

aParameter.not statistiCally significant; otherwise significant at a= 0.05. 

7. A binary variable that accounts for public transit use (i.e., it' is equal to l if one house­
hold worker used mass transit to c.ominute' to work) 

8. A binary variable that is equal to I if the household resides at a low-density location 
(it is equal to 0 otherwise, same as the other binary. variables in the model) 

Example 8.16 

Given a suburban (low-density) zone with 250 households with the following average charac­
teristics: 2.2 drivers,. 1.4 .full-time workers, 70% employed in the subUrbs, 33% of all house­
hol~s have dependent children, 8%' of all hoUSeholds are senior households, income is $43,000 
and 6.5% use mass transit toymrk, apply the model in Table 8.6.1 to estimate.the average auto­
mobile ownership per household. 

Solution Using the mode~ in Table 8.6. rand substitUting the given inputs, the average autp­
mobile ownership per household is estim::tted·as 

+ 0.58(2.2) 

+ 0.1!(1.1) 

+ 0.!1(1)(0.70) 

+ 0.11(1)(0.33) 

- 0.13(1)(0.08) 

+ 0.04(43,000 + 10,000) 

- 0.28(1)(0.065) 

+ 0.14(1) 

+ 0.23 = 2.06 automobiles per household 
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Discussion This .estimilte translates into a total of 5l5 .automobiles in the zone examined. If 
. this population was at a high-denSity location and 15% were using mass transit to work, the 
average household automobile ownership would be equal to 1.92 automobiles, which would 
translat~ ifito 475 .automObiles in thi Zon.e examined, a 7.8% reduction in the number of auto-
mobiles Dwned. 

The laiter part reflects another utility of such ·models: ability to assess the effect of each 
, factor upon thC element of transport behavior examined. In addition, sensitivity analysis 

(i.e., how much :a l:u change of factor x affects the dependent variable) may assist in policies 
aimed at encour.agi~g or discouraging specific transportation decisions of people. Also, the 
effects on transport behavior of dynamic changes in the Society, such as aging, increases in the 
workforce population, and economic doWnturns that affect people's incomes, can be assessed. 

The trip-ge!tleration m?del includes the following variables, in the order listed in 
Table 8.6_1: 

1. Number of workers in the household 

2. Number of adult females in the household 

3. Number of adult males in the household 

4. Number of persons in the household 

5. Number of household persons at age 12 or older who do not drive 

6,7. Level of education, which is defined by two binary variables: high education is equal 
to I if a household member has a college degree (it is 0 otherwise), and low educa­
tion is equal to I if the household member with the highest education has an elemen­
tary school degree (it is 0 otherwise) 

8. Income is used after the square root of the annual gross incorr.e in DFI is taken and 
then divided by 100 

9,10. Density, which is represented by two binary variables: High density is equal to 1 if 
the household. resides in a large metropolitan area served -by transit systems (it is 0 

otherwise), and low density is equal to 1 if the household resides in a community 
without transit service (it 1s 0 otherwise) 

Example 8.17 

Consider a zone with 250 households with the following average charaCteristics: household 
size is 3.2,- the number of workers _per household is 1. 1.-, 1.4 adult females, and 1.3 adult males 
per household, 0.9 .. riondriVers pe; household,-35% of households have a member with a col· 
lege degree, 12% of households belOng to the low education category, income is 23;000 DFI, 
and the entire zone is in a high-density are_a. These· data are similar to the lypes of data that can 
be.taken from census reports·by tract or zip-code. Apply the model in- Table 8.6.1 to estimate 

· the expected number of trips in the zone. 

Solutioil By applying the trip-gener:ation model in Table 8.6.1, the expected work trips gen­
erated in the· z~~e are 

250[(3.993) (1.1) 

+ 0.4!6(1.4) 

+ 0.918(1.3) 

+ 0.282(3.2) 

1 
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-.{l.457i'G.9) 

+ 0.230{1)(0.35)(2.! 1 

- o.3oornro.l2112.1J 

+ o.2~ocv23,ooo ~ 1oo1 
- 0.11011!12.1') 

- 0.430(01(2.1) 
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- 0.360] = 250(6.5) = 1622 work trips prodoce9 from the households 
residing in the examined Zone 

The trip-generation model presented in the example results in the total number of 
trips produced by a group of households. An older practice consists of the separate estima­
tion of household trips using two models: a model estimating home-based trips and a model 
estimating non-home-based trips." Then the separate estimates are combined to yield the 
total number of trips for a zone or area. The implicit assumption in the combination of 
home-based and non-home-based trips is that these two types of trips are mutually inde­
pendent This convenient assumption is hardly realistic [8.36]. 

The weakness of the combination of dependent trip- rates is absent in trip-chaining 
models. These models comprise.a theoretically sound trip-generatiDn modeling basis that 
is gaining acceptance. Trip-chaining modeling employs a procedure that links trips origi­
nating from home according to purpose and other characteristics. Separate,models for work, 
school, Social activities, household maintenance, and so forth, are developed. These models 
are connected to a trip-chaining model that identifies applicable chains [8.37, 8.38]- This 
combination of models provides a more realistiC representation of the household trip­
making behavior and it maintains the ability to produce home- and non-home-based trip 
rates for application in older model structures. 

' The rriodels presented in Table 8.6.1 are not intended to be applied to single house­
. holds. These models produce meaningful estimates when applied to zones with fairly 

homogeneous populations; For example, it is likely that if applied to a single household, the 
models may estimate 6.88 trips or 1.65 automobiles, which, of course, have little physiCal 
meaning. On the other hand, these numbers may well represent household averages fo: a 
number of hO.tiseholds in an area. 

Caution should be exercised in the use of behavioral models, particularly when they 
have been derived from small sample sizes and/or from a specific population group (i.e., 
survey in affluentsuburbs), which may not be representative of the whole population in an 
area. Considerable t:tt~ention should be exercised in the application of such models in areas 
other than the one where the data used for the estimation of the model were collected. The 
issue of model transferabHity is important and simple conversion of unitsji.e., present 
worth of past incomes, pounds to dollars, kilometers to miles, etc.) is hardly sufficient for 
application of a model in another area [8.39]. A brief description of the four common 
transfer methods can be. found in reference [8.40]. This is due largely to the substantial cul­
tural, spatial, economic, and i.ransportation different:cs between locations, even Within the 
same nation. Similar concerns undermine the validity of empirically derived models over 
time; caution shoijld be exercised wheri applying a 1970s behavioral model in the 1990s. 
As explained earlier;· activity-based travel forecasting represents several apprOaches that 
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attempt to explicitly incorporate the fact. that -Gecisions relating to activities take precedence 
Over decisions felating to traveL Facing a. myriad of ·activity options and given their 
lifestyles, aspiiation$, and perce.ived needs,. individuals make Complex decisions about their 
activity schedules within blldg~t and time c;:cinstraints. Decisions regarding travel choices 
are part of this .. overarching aCtivity context.. · 

At a 1997 major conference on the subject, Goulias [8.3] encapsulated the activity­
. based modeling paradigm asfollows: 

An activity-based travel forecasting system is a system that us~s as inputs socwdemo­
gr<iphic information of potential travelers and land use infonna'tion to create schedules 
followed by people in their everyday life providing as o~tput, for a given day, detailed 
lists of activities pursued,. times spent in each activity, and travel infonnation from 
activity to activity (including travel time, mode Used and so forth). This output is very 
much like a "day timer" for each person in a given _region. A complete operational 
activity-based forecasting system does not exist yet [8.3]. 

At the same cOnference Rowan and Ben-Akiva echoed this emphasis on the generation of 
activity patterns at the individual (i.e., disaggregate) level. They classified activity-based 
approaches into econometric .model systems and hybrid simulation systems. The former 

· approaches are usually rooted in the economic concept -of utility maximization by deliber­
ative, "rational" decision-makers. In one way or another these mod~ls need to account for 
all (or at least a set of important choices available to individuals and households) and rely 
on mathematical equations (including, but not limited, to the logit formulations discussed 
in Section 8.4) that are based on the utility maximization principle. Hybrid simulation 
apprqaches, on the other harid, are motivated by theories of cognitive psychology and 
related behavioral sciences that attempt to explain the rules (or heuristics) that individuals 
use to 'make decisions when faced with complex situations where exhaustiv~e enumeration 
or full knowledge of the available choices is lacking. These models rely on Monte Carlo 
simulation (see chapter 14) rather than on optimization teclmiques. They are often called 
micro simulation models because they consider individual travelers as the elemental-entities 
in the system. Within the two major approaches to activity-based travel forecasting there . 
exists a multitude of potential model specifications ranging in terms of the postulated scppe 
and desired degree of detail. Questions related to data availability and computationallimi-
tatiol)s usually Constr~in practical applications. ' 

To illustrate these concepts, r;onsider Fig. 8:6.2. The figure shows a worker's activity 
schedule during a 24-h period. This person (from a one-car household) leaves home (H) for 
work (W) in the morning and drops off a child at school (S) on the'Way. At noon he or she 
walks to a business lunch at location (B) and returns to work activities until the end of the 
workday. On the return home the worker stops at a drugstore (D)to fill a prescription. In the 
evening the worker with some members of the household go to a restaurant (R) for dinner, 
watch a movie (M), and return home. The choice of this particular activity schedule by this 
particular person is the result of the complex long-term and short-term kinds of decisions 
made individually (by the worker) and collectively (by household members, coworkers, 

. etc.). Among the long-term decisions are household formation and choice of residential and 
employmendocations, the purchase of an automolllilC ·and so on~ Shorter-term decisions may 
include decisions about which member of the househol!l should use the car that day, who· 
would drop off the child at school and 'J!ho would pick up the child at the end of the school 
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Figure 8.6.2 A worker's daily a.::tiYity 
pattern. 
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day, whether to visit a restaurant and a movie theater or to eat at home and watch television. 
Other decisions may be made on the spur of the moment (e.g., stopping at th.e drugstore on 
tht1 way home because time is available and the worker is using the car). Clearly no travel:.. 
demand forecasting model should be expected to .capture (and.be able to predict) such com­
plex activity patterns for an entire urban area. Different model specifications can result, 
however, depending on how this complexity is reduced for modeling purposes. 

· Several researchers have attempted to. develop models intended to capture jointly 
activity scheduling.and (embedded) travel patterns, but as of 1999, these attempts have not 
yielded any operational applications. For example, Ettema, et al. [8.41] tested a hybrid sim­
ulation model using "hypothetical spatiotemporal settings" but did not reach the stage of 
estimating it using real,world data. A simpler modeling approach may classify activities 
into mandat{Jry (or CO'fn117itted) and discretiOnary, depending on socioeconomic and other 
characteristics, allowing the mandatory activities to "anchor" and thus limit the number of 
admissible activity patterns to l;>e considered explicitly. Simpler models are also possible. 

8.6.4 Trip-, Journey-, and Tour-Based Models 

Several important points can be seen· with regard to the tr:avel aspects of the activity pattern 
·of Fig. 8.6.2. On a 24-h basis the worker's travel pattern consists of a single itinerary begin­
-ning in the morning and ending with the return from the theater. At the other extreme, which 
constitutes the standard practice associated with the four-step modeling process, the itin­
erary is decomposed into nine distinct trips, each having a producing and an attracting zone. 
As mentioned in Section 8.6.3, this'decomposition results in the loss of important infonna­
·tion relating to trip chaining. Assuming that trip purposes are defined as home-based work 
(HBW), home-based school (HBS), home-based other(HBO) and non-home-based (NHB), 
the trip from home to the school drop-off location in \he morning is no longer understood 

_to be aSsOciated with travel to work with an inteirnediate stop. The wOrker's itinerary seg­
ment that begins at home and ends at work in the·morning is simply (from the perspective 
of the worker, not the child) split into two trips, one classified as HBO and the other as 
NHB. The first would be reported as a ride-share; whereas the second would be character­
ized as drive-alone. The mandatory nature of the work activity. that gives rise to the home 
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to drop -off :to -work ;trip ,Chail:t Js ;tGtall y lOst .M,o.recr\1\er~ wheri a mode .cboic.e m.odell ij:s 'Slib­

~equentl y a;pp14ed, it will tneat thdwo trips i'ndependently ofeach othenmrl :i.ndependently 
ohbe ·work .aotiviity :asing :the motle choice eqtl>t1Jioos :estimated for :allliHBO .and NHB trips., 
respectively. 'The !f'IBO trip wHl he placed in ~he "'"'e pigeOillhole .as the trip from nome to 
~he rest.ahlr<mt :andll>e trip ifr<>m tbetheater to home in fue evenin;g, .as well as ll>e :trip fmm 
fue .dm,gstore to l>oo>e after work.ll'his i:s becaase :all fuese ttips would :he 'Classified .as HBO. 
Simil.arly fuc NHB trip 1mm the drop-off locatinn to work wiH be grouped .witlii !bofu trips 
:between the work location and the business lunch site, as well as the trip fmm wook W the 
drug:st:ore. 

One way to retain ·some knowledge of the difference 'in the character,.of these trips is 
to subdivide them into finer categories:. For example;- in dev.eJopiilg .am opera:tional model 
for Reading, PA, Schultz and Allen [8.42] subdivided NHB trips into non-home-based trips 
associated with journey to or from work (NHBJTW), non-home-based-at-work 
{NHBWRK) trips £uch as the two trips Wand from fue business lunch, and non-home-based­
non-work (NHBNWK) trips such as the trip from the restaurant to the movie fueater. 
Analysis of the characteristics of these three NHB trip categories showed that they exhibit 
very different trip length, mode choice, <md time-of-day characteristics. Consequently the 
resulting Reading models were judged to be more accurate than would be the case if the tra-
4itiona1 trip definitions·. were used. 

An aJtema~e approach to being more sensitive to trip chaining and its·implications on 
destination, mode, and time-of-day choices is tO subdivide daily itineraries into tours. A 

. tour is typically defined as a chain beginning and ending at the home. Thus the itinerary of 
Fig. 8 . .6.2 consists of two tours. One beginning with the morning trip and ending with the 
anival home after the shopping stop and anotherfrom home to the restaurant, to the theater, 
and back home in the evening. The combinatorial complexity of tour-based models has pre­
vented them from reaching fue operational stage in the United States. 

An intermediate approach between the Reading trip-stratification scheme and tour­
based models Was considered in Honolulu in connection with a major update of the land­
use and travel forecasting model .set used by the Oahu Metropolitan Planning Organization 
(OMPO). The project first developed a trip-based model similar to the Reading model but 
with fine• trip-type categories. It then proceeded to propose an extended (journey-based) 
model set. The trip-based model was constructed so as to ensure that a fully functional 
model set would be delivered, considering the risk associated with attempting to con~truct 
a more advanced journey-based model [8.43]. The extended models borrowed the idea of 
journeys from the Reading application but considered them as the elemental travel unit 
instead of subdividing them into trips. Journeys were defined as one-way travel linkages 
involving primary locations (e.g., job site for workers, school site for students, home). 
Journey types included work journeys between home and work. Two such journeys are 
shown in Fig. 8.6.2, both having an intermediate stop . .Journeys at work were defined" akin 
the Reading's trips at work but allowing for intermediate stops and otherjourneys between. 
the home, on one end, and non work or nonschooJlocations at the other. Two such journeys 
are included in Fig. 8.6.2, each consisting ofhalfthe evening trip chain to the restautant and 
movie theater. A decision was made to split such loops at the most distant point from home. 
School journeys and journeys at school (undertaken by stlldents) were defined in a manner 
similar to work-related travel. The proposed OMPO journey-based model [8.44] employs 
nested 1ogit structures and consists of t~o components, a· traVel pattern component and a 
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travel dctails'component The fir'St predicts primary destination, frequency, and (for work 
-anq school journeys) time of.da,y; whereas the second addresses intermediate stops, mode 

of travel, and I for other journeys). time.of day. 
. I 

8.7 OTHER DEMAND-FORECASTING MODELS 

8.7 .1 Background 

Efforts to improve the mocteqng of transportation demand have followed two main paths. 
The first represents a move aWay from purely empirical mOdels and toward models that are 
grounded on an improved theoretical understanding of travel behavior. The ultimate test of 
the appropriateness of these theoretical c·onstructs-, h_owever, is not their theoretical elo­
quence but their ability realistically to describe-and predict the real world. The second major 
thrust of modeling has been toward the disCovery of simple models that can_ facilitate deci­
sion making by providing useful information quickly and inexpensively. Of course, the 
availability of parsimonious models that are also soundly based on a realistic theory of 
travel behavior is ideal, but theoretical di-fficulties and practical constraints· often· prevent 
the attainment of this ideaL 

In earlier sections we surveyed alternative formulations for each of the four c6mpo­
nents of travel behavior, for example, trip generation, trip distribution, modal choice, and 
trip assignment. In addition, two alternative estimatiori approaches.(aggregate-or disaggre­
gate) and two alternative choice theories (choice-specific and choice-abstract) were dis.­
cussed. Additional modeling options that are available to the transportatiOn planner are 
presented next. 

8.7.2 Demand-Model Consistency 

Model consistency is an important consideration relating to rriodCiing the'demand for trans­
portation .. Consider, for" example, the difference between free and'capacity-restrained traffic 
assignment models. As explained-earlier, a free assignment allocates th~ interzonal flows 
based on the free-flow interzonal _impedances associated with alternative roUtes between 
zones. Because the impedances implied by the assigned flows could be significantly dif­
ferent from their assumed va~ues, various ·capaCJtY:..restrained algorithms have been devel­
oped to ensure internal consiStency between the· tWo sets 'ofinterzoi:lal imped3.Dces. 

The question of consistency·betweeri the fOur Steps of the sequential process was also 
a~dres'scd. For inst'a:nce, it was argued. that a conformance must be sought between the inter­
zonal impedances used by the trip-distribution phase and those that result from trip assign­
ment; as a l]Jatter of fact: several studies have' introduced a feedback link between the two 
models for this purpose. Feedback loops are also ciearly evident in Fig. 8.1.1, whish repre­
sents stp"dard practice. Figure 8.7.1 illustrates that iterating among all four steps in search 
of overall model consistency is more difficultand resource-intensive than "it may seem [8.45]. 

_8.7.3 .Simultaneol's or Direct Demand Formulations 

A related travel..:dcmand theor}r staJ<=(S. that 'an.individU:al makes travel choices silngltane­
ously rathef thim in a sequence qf discrete steps and that a -demand model should be cali­
brated to reflect this behavior. An often-cited example of simultaneous models is the 
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Figure 8.7.1 lterative procedure among the 
four steps. 
Souro;: Walker and Peng 
[8.45]. 

Quandt and Baumol [8.46] fonnulation of intercity travel demand, which, using the nota­
tion of this book, takes the general form 

where 

. · . (C )"'· (H )"' (D )"' . QIJK = ao(PJ)"'(P,)"'(Cu.)"' _C.!l.K (Hu,)"' .H. JJK . DIJK (Yu)a" (8(7.1) 
. ' /J* IJ* IJ* ·. 

QJJK = travel flow bitween cities land 1via mode K 

? 1, P1 ~ populations of land 1 

C11 * = least cost uf travel between I and J 

CuK = cost via mode K 

Hu = shortest travel time between land 1 

HuK = travel time via mode 'K 

Du *. = departure frequency of the mostJreqllent mode, 

DuK = departure frequency of mode K 

Yu = weighted average incomes of land 1 

-a0, •. _. , a 8 = calibration parameters 

! 
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I 
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This model is a s_i:n;mltaneOus .trip-generation/trip-distribution mode choice equation 
employing land-use variab.les (populations), socioeconomic characteristics (income levels), 

·and interzonal impedances by mode (costs, travel times, and frequency of service) to esti­
mate the interzonal demands by mode CQuK)· In keeping with the purpose of the demand­
estimating methodology, these interzonal flows would presumably be assigned to the 
networks of the modes K serving the region to fi~d the equilibrium link flows. The ques­
tion of consistency raised earlier between the assumed levels of some of the explana:'tory 
variables (e.g., travel times) and the levels implied in the results of the assignment phase 

' resurfaces. · 
IITtH'ban..situations the calibration and application of such large models is, to say the 

least, cumbersome. However, they may be useful for rather coarse estiriiates at the regional 
level if'the number of zones and the degree of detail in specifying the transportation net­
work are kept to a minimum. 

8,7,4 Combined Modeling Strategies 

Between the two extremes- of sequential model arrangements and large simultaneoUs 
models there exist a plethora of options that are partly sequential and partly simultaneous. 
The following excerpt from a modeling undertaking in Canberra, Australia [8.47], which 
was intended to be sensitive to the short-term effects of various TSM-type options, illus­
trates this point: 

·If all travel choice decisions for all purpose groups were to be m'odelled, the scope of 
modelling required would be extensive and codseqUently very. expensive. It is however 
possible to reduce the scale and range of models by !!laking some a priori assumptions 
as to the travel choice processes exercised by individual travellers or potential ~trav:­
ellers. For example it seems reasonable to assume, certainly for the short tenn, that . 
·workplace and schooling location and the frequency of work and school trips are rela­
tively st'able and do not vary significantly under the-range of practical conditions which 
are likely to occur. In these particular Cases travel mode choice would therefore appear 
to be the most important travel decision. Using theSe and similar reasonings for other 
purpose·categories,.a listing of the necessary models was prepared. Specifically these 
models were-: 

(a) work, mode choice; 

(b) school, mode cboice; 

(c) shopping, mod~ choice; 

(d) shopping, frequency; 

(e) shopping, destination; 

(f) shopping, mode choice/destination; 

--(g) soCiaVrecreation, mode c~oice;, 

(h) sociaUrecreation, destination; and 

(i) social/recreation, 'inode. choice/destination.-

Other purpose groups were reasoned to be either less significant in terms of scale than 
the above purpose groups or they were to be less- responsive to the specific policy mea­
sures, which can be manipulated by Canberra transport planners ([8.47, p. 62]). 
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Models (d) and (e) are trip-generation and trip-distribution models, respectively, cal­
ibrated for shopping trips that could be c[jained in the sequence d-e-c. Model (f) is a simul­
taneous modal choice and trip-distribution model that may be applied after estimating trip 
generation [i.e., model (d)). Similafly (g) and (h) are modal choice and trip-distribution 
-models, respectively, and (i) is a simultaneo~s model of these two choices. 

Careful contemplation of the quoted terse statement will reveal the wide variety of 
modeling choices that are ~vailable to the contemporary transportation pl~nner, the need to 
tailor specific models and model arrangements to particular levels of planning and policy 
issues, and the importance of professiopal judgment in this most. important phase of trans­
portation planning. 

One common form of Simultaneous niodels Of trip distribution and modal choice is 
the following share model: 

AJeu,,~K 
QIJK ~PI 2:Ax eUrxr 

.x.Y 

(8.7.2) 

Note that the inputs to this model are the exogenously estimated zonal trip productions Pb 
zonal trip attractiverless A1, and interzonal modal utilities Uux· The output of this simulta­
neous 1ogit model consists of interzonal flows by mode. Any change in th_e values UuK is 
permitted to affect both the trip distribution and the modal shares of the interzonal demand 
at the same time. As discussed in Section 8.5, nested logit models can be used to capture 
simultaneously the combined effects of many travel decisi~ns. 

8.7 .5 Models of Demand Elasticity 

Many planning situations are concerned with immediate or short-term actions or with rel­
atively small changes to the system that do not warrant an elaborate and detailed analytical 
treatment. Several simplified methods have been developed for this purpose. Simple models 
are also appropriate to planning studies-for rural areas, small- and medlum-size urba·n areas, 
and certain elements of planning for larger cities. 

A transportation-demand model that can be used to provide broad predictions of the 
response of trip-makers to changes in the transportation system is founded in the economic 
concept of price elasticity of demand. 

Definition of price elasticity of demand. In economic theory the law of 
demand states that, everything else being constant, the quantity Q of goods or services that 
cOnsumers demand decreases as their price P increases, and conversely, when the price is 
reduced, the quantity demanded rises. Figure 8.7 .2 illustrates this law. The parallel to trans­
portation- viewed as a service tha,t is subject to market forces is inescapable. For examPle, a 
patronage drop should be expected to occur following an increase in transit fares. Similarly 
lowering the downtown parking fees· should encour:1ge an increase in au~omobile use. 

The price elasticity of demand, E, is defined as 

dQJQ.. dQ p 
E=-~~-~ 

dPIP dP Q 
(8.7.3) 

In words,· it is· the ratio of ihe relative charige in the quantity demanded to the· relative 
change in price. 
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Demand 

Example. 8.18;.Lillear. D.emand.Eunctions 

Giwen· a! demand;function;of, the:form 

Figure.8.7.2~ AhyP._othetical demand 
curve. 

(8.7.4) 

express, the price ·elasticitY of demand as. a.function~of. price:. 

Sohition Applying Eq. 8.7.3, weobtairr 

Substituting Eq, K. 7:4-in· this. gives 

-Pb 
E~g 

-.Pb 
E=-·-.-

a -bP 

DiScussion, The-negative sign of elasticity-reflects,the facttliata,percentage increase in P will 
cause:a,percentage·decrease in Q, The.-solUtiOnoillustrates that,.depending on the· demand func­
tion;. the-price· elasticity of demand is.notconstant·fur all points,on;the.:curve. In addition, the 
value- 0f the- price elasticity of demand reflects the implication of. a -price change on the total 
revenue_ (PQ) of the supplier. For example, when F< -1, the percent decrease in-Q (i.e., the 
numerator of Eq. 8. 7:3} iS larger than. the percent increase iil P '(i:e., tli6 denominator of 
Eq. 8.7 .3)~ In tllat·case the demand is,said.to-be~elastic.·and:.the:total:revenue afte~ the price 
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increase -decreases 'because the l¢ss Of sales ·volume outweighs the extra revenue obtained per 
unit -so1:d. 'When .E > ..,....1, 'the demand is said to be inelastic and the total revenue aner raising 
?'increaSes .. When E = --.-1,-the.deriuirid,is unitarily elastic and ihe revenue derived from se'lling 
less u:riits at a 'higher price is ec.jual to 1the -total revenue prior to r.Using the price, for example, 

-more units ·at a lowe[· price. Thus an upWard or downward price change may result in- an 
.increase, .a ·d~crease, .or .a constancy -of revenue. The value of :the price elasticity of demand 
reflects -this fact. 

Example <8.19: Product .Fom!S 

The ·demand for a :particUlar transit -service has been .assessed to be a :function of fare F and 
travel time T as :FOllows: 

(8.7.5) 

Calculate the-elasticity .of.demand with crespect to (a) fare and {b) travel time. 

Solution ·The :two ·elasticities .can :be .computed via Eq . .8.7 .3, except that .partial derivatives 
-Should be taken. 
The faFe .elasticity of demand is 

Bubstituti:ng Eq. ·8:7 5 "in ·:this ·reiations'hip _yields 

Similarly the :travel-,time -elasticity ·Of dem·and ;is 

E, = c 

!]}iscussion This example illustrates that jfthe .demand Junction -is -of the product fonn 8. 7 .5, 
the exponents or-the Price .components Tepresent the Clasti~ity of demand with respect to each 
component. This is the basic reason that Quandt.and Baumol have selected this particular func­

, -.tiomi.l Jorm for their simultaneous demand equation (8.7.1). A disadvantage of this form is that 
it assumes .that the elasticities.are constant. ThiS may be reasonable for price-level changes riear 
the base-data ·coriditions. 

'Dire.ct ;and 'Cross ,:elasticities. So far the discussion of elasticity was confined 
t0'the effect·of changes in the price of a product on the demand for the same product. This 
type of elasticity ;is :called a direct elasticity. On the other hand, a price ·change in one 
product often affects the,demand for another product. Price elasticities reflecting this effect 
are called.cross elasticities. Cross effects may be positive or negative depending on whether 
the two products are complementary or substitutes for each other. An increase in the cost, 
of.antomobile travel wouldbe,expected to,cause a decrease"in automobile use (direct effect) 
and an increase in transit patronage (cross effect). Another possible cross effect is a 
.decrease in the .demand for allt0mobile tires. 

l 

j' 
. 



Part 2 Transpc:u'tatio-m' S!f.ste:r.ms 439 

Measurement of elasticities, Thediscussi<:m ofExample. 8,19dinpl\es that one 
way ofobtai,ning elasticity estimates is to apply Eq. 8,7.3: to calibrated demand models such 
as those described earlier and. Eqs. &.7.1 and. 8,7.2. Note that if certairr important cost or 
level-of:.seryice variables are no~ included in a particul'armodei, their-asSociated effect on 
demand cannot be derive<L. lt would be distributed amcmg the. variables included in the 
model. Also, if a calibratednmdel.is not. readily available; thi& method ofelasticity estima­
tion may be very expensive and' time-consuming. 

Another method- of obtaining estimates- of el"asticiti'es. is by observing the effects of 
actual price changes in. the system under study. When undertaking this- task, special care 
must be taken to account properly-for-demand changes due to factOrs other than price; such 
as secular trends attributable to population and demographic changes. When the observed 

· situation involves changes in more· than one cost component,jt is· importantto separate the 
overall demand response· to- its. corres-ponding individuar components. An excel1ent treat~ 
ment of these issues may· be found in the work reported by. Parody. and Brand [8.48]relating 
to a study ofthetnansit system of the city of Jacksonville, FL. 

In that stud)' various elasticities for several user subgroups were derived and used to 
predict the transit demand effects of alternative fare structures. Incidentally, the practice of 
calibrating demand~ models specifically for individual market sUbgroups (k_nown -as market 
segmentation} is a matter of increasing interest to planners, especi"aUy·as it relates to both 
tailoring transportation sci-vices to the needs of these groups and the investigation of how 
transportation benefits and costs are distributed among them.-

Given an actual price· change; say, from P 1 to P2 as. shown· in Fig. 8,7.2, and an 
observed demand cbange froni Q1 to Q2, tbe implicit price elasticity ofdemand (Eq. 8.7.3) 
'may be approximated_ in several ways; 

1. The shrinkage ratiO; defined: as 

(8.7.6) 

2. The- midpoint. (o:r linear} a1:c elasticity,- computed- as 

(8.7.7) 

3 .. The log-arc elasticity, calCulated' as 

log Q2 - log Q, E =- --~--------- --~ 
k>garc log p:2_ - log pI 

(8.7.8) 

' These three measures of elasticity yield approximately equal vafues for relatively small 
price changes. For larger differences the shrinkage ratio begins to deviate significantly froll) 
the Other two. 

EXample 8~2:0:-App-li'cation: ofEia'sticities: 

Given that the log-arc elasticity of d-emand is- -0.28, Calculate the effect of an increase in transit 
fares from 50 to 80¢ given _that the patronage prior to the price increase i's-20,000 riders per day. 

'>~, 
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:Solution Equation S. 7.8 yields· 

· _
0

_
28

. = !~~ Q2 :.. log 20,00() . 

· . . log 80 - log 50 

Solving for Q2 ;gives 

Q2 = 17,534ridersperday 

Discussion Since the given direct elasth::ity w.as of the log-.arc form, Eq:8.7.8 was applied .. 
To mustrate the differences between the three measures of, elasticity, the shrinkage ratio and 
the arc elasticity· implied in·the preceding results may be co.p1puted.. Equation 8.7.6 with 
Q2 = 17,534 yields Eshr =. -0.21~and Eq, .S:7.7.gives.E-arc = -029. As -stated previously, the 
shrinkage ratio tends to deviate from the other two measures. 

Example :8,21: Multiple Price ·Changes 

The shares of the autolnobile and a transit mode along a ·conidor are 4500 and 1000 persons 
,per·peak period, ,respectively. The prevailing out-of-pocket c-osts and travel times associated 
with .the two modes are as follows: 

Auto 
Transit 

Time (min) Cost 

35 
50 

$2.00 
1.00 

The shrinkage ratios with respect to transit prices have been estimated as: 

Auto 
Transit 

Time (min) Cost 

0-05 
-0.52 

0.04 
-0.30 

In other words-the,direct elasticity of transit demand with respect to transit travel time is -0.52, 
the cross elasticity-of auto demand with respect to transit cost is 0.04, and so forth. The 
shrinkage ratios with respect to auto pric,es are: 

Time(min) Cost 

Auto ~o.ss -0.20 
Transit 0.12 M3 

The city department of transportatiOn services is,·contemplating the opening of·an exclusive bus 
lane that would .save an average of lO·min_per trip. At the same time· the city council is holding 
public hearings on a proposal to raise downtown parkirig .rates arid thus .cause an increase -in 
automobile traVel COstS to $2.60.- Estimate~the '1-ikt!ly-.effectS:;Gn .peak ~hourtravel demand ofboth 
actions combined. 

'.'· .. !·. 

1 

• 

I 
! 

' I 
I 
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Solution The direct efft:tt of reducing the transit travel time on' transit patronage may be pre­
d.icted by Eq. 8-.7.6, which may·be rewritten as 

Q· ~ Q = _E,h,Q, (T,- T1) 

~- 1 T! 

(-0.52)(1000)(40- 50) 

50 

= 104 

Thus the transit patronage would increase by 104 peak-hour trip~, or by 10.4% in ~elation to 
the--initi-al demand of 1000., as a result of a 20% decrease in travel time. Because of the way in 
which shrinkage ratios are defined, the same answer could have been obtained by propor­
tiOning the given shrinkage ratio. Specifically, this ratio states that a 1% increase (decrease) in 
travel time would result in a 0.52% decrease (increase) in transit p'atron<;~.ge. Since the contem­
plated decrease in traveJ time is 20%, the percentage of increase in patronage would be 20 X 
0.52 = 10.4% of the original demand, or 1000 X 0.104 ,:; 104 trips. 

The remaining likely direct and croSs effects are summarized next: 

ActioO 

20% Transit~time reduction 
30% Auto cost increase 
Combined effects 

Demand changes 

Automobile Transit system 

-45 
-270 
-315 

+!04 
+9 

+113 

Discussion In,combination the two actions would result in a decrease of 315 auto person­
trips per peak atid an· increase in transit patronage of 113. The available information precludes 
any definite answers to the question of what would happen to the net loss of 202 peak~holir 
person~trips, for example, Whether they would shift to another time period, would be given up, 
or would shift to another mode that is not included in the analysis. The questia:n of internal con­
sistency discussed in Section 8.7.2 merits consideration: The predicted decrease in auto trips 
may in fact cause a reduCtion in auto travel times, whereas the added transit patronage may 
induce the scheduling of additional departures, thus decreasing the average waiting times, and 
consequently travel times. These changes may have further direct a~d cross effect.;; on the peak­
hour demand· before a ne~ equilibrium is reached. 

8.8 SUMMARY 

In this chapter we presented the fundamental elements of the standard four-step demand­
. forecasting process, the purpose of which is to predict hoW a proposed regional transporta­
tion system will be used at some future time. The process is driven by scenaria describing 
the distribUtion . of future land ·uses alld socioeconomic ·characteristics between small 
analysis zones in the region and a description of a regional multimodal transportation 
system: Consequently it constitutes a conditional prediction of future demand given these 
inputs. Theprocess is called sequential because it applies a chain of models in sequence to 

/ 
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predict the number of trips that each zone will either produce or attract (trip generation), the 
· interchange volumes betweenpairs of zones (trip distribution), the shares of interzonal vol­

umes that will use each of the available travel modes (mode choice), and the allocation of 
interzonal trips to the interzonal paths provided by tqe transportation network (network 
assignment). The resulting interzonal volumes by mode can be translated to link flows in 
order· to aid in the assessment of the ability of the transportation system to accommodate 
the demands that will be placed on it. 

Given a land-use pattern, several proposed transportation system alternatives 
(including the do-nothing alternative) are typically examined. The outputs of th~ demand­
forecasting models for each alternative are included among the consequences o~ impacts 
(see Chapter 10) that enter the process of system evaluation and selection (see Chapter 11). 
The demand-forecasting process can also aid in predicting the transportation consequences 
of land-use changes and in providing guidance to related public policies. 

The transport behavior of individuals and household.s was examined as well. 
Analyses based on disaggregate nnits such as individuals at\d!or households offer insights 
on the effects of personal and household cgaracteristics on travel behavior and trip patterns. 
Factors ranging from household structure and income to lifestyles and personality were 
addressed along with applications of household. variables in au.tomobile-ownership and 
trip-generation modeling. 

Principles of simultaneous model structures, demand elasticity modeis (which are 
. particularly useful in assessing the effects of price or service changes on transport demand), 

and strategies that combine a wide spectrum of transport-demand-forecasting methodolo­
gies were presented as well. 

Finally, the fact that large-scale transportation-demand forecasting is a monumental 
enterprise must not escape the attention of the reader. The task is facilitated by the avail­
ability of computer software packages that can be used for the calibration and application 
of the models described in this chapter; these are covered in Chapter 15. 

EXERCISES 

1. An origin-destination survey in ten travel-analysis zones provided the fOllowing data relating to 
zonal residential densities (households/acre) and average daily trip productions per household. 
Calibrate and plOt a model of the fonn lOY = AX-8

. 

Density X 
Trip rate Y 

42 
1.5 

5 
4.0 

25 10 
2.1 ~ 2.6 

4 
4.8 

l5 
2.0 

20 
2.5 

12 
3.3 

14 
1.9 

22 
2.0 

2. Prepare an essay describing the major factors that affect your choice of travel mode for different 
purposes. 

3. J?. zone in the C::BD is projected to contain 1,525,000 ft2 of residential space; 3,675,000 ft2 of 
service establishments; and a total-retail actiVity .floor area of 2,100,000 ft2

• Government and 
othel,' public buildings occupy a total area of 615,000 ft2

. Using the data obtained in Pittsburgh, 
calculate the trip generation of this zone. 

4. An international hotel chain is planning the construction of a motel/Office development in a resort 
town. The preliminary design includes 2100 rooms, a sit-down restaurant having a total floor 

! 
' 
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space ~f 2500 ft2
, and· 5000. f12 of :office ·space, which the company is planning to lease to various 

lOcal fiims. Apply the trip rates p1,1blished by the Itfstitute of Transportation Engineers to estimate 
the total trip attractionS ~Uri!1g.the· afternoon traffiC ·peak hour. (Instructor must furnish tables or 
formulaS.) 

5. A high~rise apartment building .Containing 350 units is planned _for a residential area of a city. 
Because the area is zoned for low-density residential land uses, the developer has applied _for a 
zoning variance. At the legally [equired public hearing several reSidents of the area have opposed 
the zoning change, claiming that the proposal will add to the traffic-congestion problem during 
the peak hours, but they were unable to substantiate their claim. Calculate the likely peak-hour 
trip generation of the proposed project. (Instructor must furnish tables or formulas.) 

6. Use the cross-classification table (Table 8.2.3) to calculate the total non-work-ho-me-based produc­
tions of each of the zones that are expected to- contain the following mixtures of households (HH): 

Zone 1: Suburban ZOne 2: Rural 

Vch/HH Veh!HH 
0 2+' 0 2+ 

I 50 !50 100 300 50 100 
2,3 10 500 300 2, 3 100 200 lOG 
4 100 400 100 4 400 300 150 

7. A·residential.zone is expec~ed to have 1500 dwelling units. For a $12,000 average income, cal­
. culate (a) the person-trips per dwelling unit for units that own 0, 1, 2, and 3+ autos and (b) the 

total-trip generation by trip purpose. Use the incoffie-auto-ownership distribution given in 
Fig. 8.2.5 and assume that curve C applies to all subgroups within the zone. 

8. Given 

1. 
Zone Productions Attractiveness 

I 1000 2 
2 0 5 
3 2000 

2. Wu: Ku: 

1 1 
I 2 3 I 2 3 

1 5 20 10 ]• 1.1 1.5 0.8 
2 20 5 10 2 0.6 I.i 0.5 
3 10 10 5 3 1.0 1.4 1.3 

3. lnF= -1.5ln W 

Apply the gravity model to calculate all in~rchange vOlm_nes. 
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9. Complete the following table given t~at P1 = 1000 trips per day, C = 2.0, and all Ku = 1.0. 

Zorie . AJ , Wu Fu Qu 

0 2 
2 400 20 
3 300 5 
4 100 5 
5 200 10 

. ' 10. Assuming that the relationship between F and W is of the form F = Aw-e; apply the method of least 
sQuares to the following data to 'estimate the parameters A and c. 

F 
w 

0.03 
7 

0.04 
5 

0.02 
11 

0.03 
8 

11. The final iteration in a calibration Of the gravity model yielded the. following friction-factor and 
impedance values: 

F 
w 

1.0 
12 

4.0 
4 

(a) Calibrate a relationship of the form F = aw-b. 

0.5 
15 

0.3 
20 

(b) Apply your results'to the. following case: Two residential zones (1 and 2) are expected tO pro­
, duce 6500 and 3800 person~trips per day, respectively. Two nonreSidential zones (3' and 4) 
are competing for these trips. The planning cominission has received a proposal to improve 
parts. of the transportation system, which, if implemented, would affect certain interzonal 
impedances as shown: 

Do-nothing: Proposed plan: 

J J 
3 4 3 4 

10 14 I 10 10, 
2 8 14 2 8 8 

Given the following additional infonnation, calculate the effect of the proposal on the total 
trips attracted by the nonresidential zones. 1 

A3 = 10 all Ku = 1.0 

12. A base-year tdp-generation study obtained the data shown relating to the daily person-trip pro­
lluc~ions per d~elling unit (f) and residential density (X dwelling units per acre). 

.y 

X 
3.5 

30.0 
6.5 

10.0 
,4.0 

50.0 
2.2 

70.0 

11 

1 • 

I 
I 
ll 

I 
1 
';''' 
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(a) Calibrate and plot the relationslrip Y ~ (a + bX) ->. 
(b) Apply your answers topait (a) to the following situation; A residential zone !has an area of 

~00 acreS and contains 7500 dWelling units. 1\vo zones (J and L} are competing for the trips 
produced by I. Given the fOllOw,ing information. calculate the trip· interchange volumes Qu 
·and Q/L if Wu. = 12, w/L ~ 8,.)n F,;, - 1.5ln w, AJ ~ 0.5 AL, and all Ku = 1.0. 

l3o A gravicy..,t:nodel calibration stUdy Obtained the following final values for the travel-time factors 
and the interzonal 'impedances: 

F 
w 

0.19 
4 

0.!0 
7 

om 
9 

0.05 
12 

Using F as the dependent variable,.calculate the parameter c ofEq. 8.3.9. 

14. Given the following data: 

Wu 

J 
1 p A 1 1 2 

1 2000 .4 1 5 lO 
2 0 10 2 10 4 
3 0 12 3 15 10 

3 

15 
10 
15 

Estimate all interchange volumes assuming that c = 1.9 and that all socioeconolluc adjustment 
faCtors are equal to unity. 

15. After calibrating Eq. 8.3.13 the following interzonal infonn3.tion became aVailable. The observed 
and calculated interzOnal flow interchanging between I and J were 2500 and 2100, respectively. 
The data corresponding to the interchange between zones I and L were 1960 and 2060. Given that 
the total production ·of zone I was 12,000 trips, calculate the socioeconomic adjustment factors 
for the tWo interchanges. 

16. Computerize the application of the gravity model of trip distribution. 

17. Petform a Sf{Cond Fratar model iteration using the results of Example 8.5. 

-18. Computerize the Fratar model, making sure to place an upper limit on the number of iterations 
. in order to avo~d infinite lopping. 

19. Given the utility equatiori-

Ux = ax- 0.003X1 - 0.04X2 

where ~1 is the travel cost in cents and X2 is the travel tirtle in minutes. 

(a) Calculate the market shares of the follOwing travel triodes: 

ModeK aK x, x, 

Automobile -0.20 120 30 
Express bus -0.40 60 45 
Regular bus -0.60 30 55 

' (b) Estimate the effect that a 50% increase in the cost of all three modes Will have on modal split. 
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20. ·Giv:en the ·UtiHty e~pression 

where 

'T.a = acc.e&s time 

T w = waiting time 

Tr = riding time 

C = out -of -_pocket cost 

{a) Apply the logit model to calculate the Sh.ares'of the automobile mode (AK ::::: -0.005) and a 
mass transit mode (AK = -0.05) if 

Mode 

Auto 
Transit 

r. 

5 
10 

T. 

0 
10 

30 
45 

c 

100' 
50 

(b) Use the incremental logit model to estimate the patronage shift that would result from dou­
bling tbe bus out-of-pocket cost. 

21. Prove Eq. 8A 17. 

22. The application of a route-building algorithm results in the following final tree table: 

Node to Total time Node from 

1 0 _l 

2 8 3 
3 3 1 
4 7 3 
5 17 6 
6 10 2 
7 8 4 
8 19 5 
9 13 6 

10 14 9 
11 17 10 
12 18 9 
13 18 10 
14 25 12 
15 23 13 
16 22 13 

Sketch the minimum tree, and specify the link travel /times. 



-,;~ 

Part2 Transpo.rtation Systems 447 

23. Complete. the tree table that describes the minimum tree shmyn in Fig. E8.23. 

5 

12 
7 

7 5 14 

2 3 
2 6 9 

5 

10 

7 3 
!if, 

11 

Figure E8.23 

24. Without drawing the -entire network described by the accompanying link table, find and sketch · 
the minimum tree emanating from node 1. 

j wij 

4 2 
2 5 4 
2 6 3 
') 8 5 
4 1 2 
4 5 6 
4 8 10 
5 2 4 
5 4 6 
5 6 4 
6 2 3 
6 5 4 
6 7 9 
7 6 9 
7 8 7 
8 3 5 
8 4 10 
8 7 7 
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25. Gh:en the link table of Exercise 8.24 

(a) Fin~ graphically the minimum tree emanating from node I. 
(b) Using your answer to part (a),calculate Q·,c, and Q1_ 3 if P, = 2500 trips per day, A2 = 1.5, 

A3 = 3.5, all other P1 and A1 = 0, and all Ku = LO. 
(c)· Perform ail all-;or-nothlng assignment to·allo!;ate the interzonal volumes calculated in part (b) 

to the links· of the network. · 

26. Write a computer program for the minimum tre.e-;..seeking procedure described in this chapter. 

27~ Allocate the following peak-hour interchange volumes prOduced by zone 10 to the network 
described. 

J 11 12 13 14 !5 16 17 
Qu 200 150 190 270 320 110 54() 

Link Table 

j wo j W;j 

10 14 6 14 !3 15 
10 15 5 14 15 7 
10 16 12 15 10 5 
11 14 5 15 11 3 
11 15 3 15 14' 7 
11 17 8 15 16 8 
12 14 21 16 10 l2 
12 16 4 16 12 4 
12 17 3 16 13 7 
13 14 15 16 15 8 
13 16 7 16 17 2 
13 17 6 17 11 8 
14 10 6' 17 12 3 
14 11 5 17 13 6 
14 12 21 17 16 2 

If the capacity of link 10-16 is 1000 veh!h (vehicles per hour) calculate this link's travel time as 
implied by your answer. 

2!1. A roadway connection is·planned between cities A and B, which at present have no direct con­
nection. The cities· are approximately 800 mi apart. There is no passenger rail connection between 
A and B, but there are four commercial flights a day from each city to the other. City A has a pop­
ulation of250,000, and B has 350,000. The median household income is $22,000 and $23,500 in 
A andl3, respectively. 

The following model provides' estimates on the expected daily volume (DV) of passenger 
traffic between two citif:s. Assuming that (1) the average Vehicle occupancy will be 1.5 passengefs 
per vehicle, (2) each lane can serve up to 1700 vehih, and (3) 40% of the expected daily volume will 
occur in 1 h (peak, or design hour), estimate and decide how many lanes are required (even number): 

DV = .. 2000 + 30 

+ 25 

+ 240 

population in the largest of the two cities, in thousands 

population in the smallest Of the two cities, in thoUsands 

median household in~come in the largest of the two cities, in thousands 

I 
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+ 200 medi<ill _household -income in the smallest of the two cities, in 
thousand~ 

·- 1.5- ·. di-stance··be~Ween the t~o cities, in rni 

- 0,005 dista~ce between the two cities squared 

--: 500 passenger rail connection; 1 if it exists, 0 otherwise 
' ' 

- 150 number of daily commercial flights between the two cities 

The standard error of estimate (SEE) for- the depeadent variable is :::.:: 1000 .. 

29. Focus on the model in Exercise 28 and answer the following questions: 
(a) What type of model is this? 
(b) Would you be confident in using this model for a real application? Why? 

449 

(c) Why do population and income have_ positive contributions to daily passenger traffic, and 
why do distance and commercial airline flights have a negative contribution? (It may be nec­
essary to consul.t Chapter 13 to answer this part.) 

30. Identify the characteristics of the following three transportation-demand models and indicate 
their rol~ in the demand-forecasting process. 

where 

Qu = aP1A 1 Wfj 

Qu = aJ1' ~ wt 
QJJK = aXf y;·.z1 .w:JK 

P 1 = productions of zone I 

A J = attractions of zone J 

WJJ = trav~f impedance from I to J 

Y1 = average income in zone I 

XI = population of zone I 

Z J = total employment ill zone J 

WJJK = impedance from I to J via mode K 

31. Specify and discuss the forecasting model structures that are possible given the models calibrated 
for Canberra, Australia (see Section 8.7:4). 

32. Calculate and interpret the income elasticity of demand in model2 of Exercise 30 assuming that 
a, b, c, d, .and e are constants. 

33. An increase of-transit fares from 40 to 60¢ has resulted in a decrease in transit patronage from 
500,000 'to 450,0oo trips pet day. Calculate the .shrinkage ratio, the linear-arc elasticity, and the 
log-arc elasticity. 

34. An increase in gasoline prices from $f.OO to $1.30 per gallon resulted in a decrease ofautomo­
. bile use from 1,000,000 to 960,000 trips. Estimate the likely impact of an increase in gasoline 

prices from $1.30 to $1.50. Solve this problem using the three alternative :measures of elasticity., 

· 35. A special service for the elderly and handicapped currently serves 2500 persons per' day. Given­
that the current fare is 50¢ and that the lineru:,-arc fare elasticity of demand is -0.45, calculate 
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(a) the loss of p8tronage that would re;ult from doubling the fare, (b) the effect on fare~ box rev~ 
enues,, (c) the implied s~inkage ratio, and ~d) the implied log-arc elasticity, 

36. A 20% increase in automobjle cost~ has, been observed to cause a 5% increase in transit patronage 
relative to ·the -patrOnage priOr to the jncre~i'se and a 10% decrease in auto usage. Calculate the 
implied direct afld· cross elasticities of.denland.as measured by E~nr• Earc• and £ 10g.arc· 

37. A zonal interchange is served by a local bus route and an express bus route. The current travel 
times and fares associated with the two types of service are:, 

Local 
Express 

Travel time 
(min) Fare 

50 
30 

$0.50 
1.00 

Given the following li,near-arc elasticities of demand .and that the current transit patronage of 
4000 trips per peak period is split 40-60 between the express and local bus services, calculate the 
effect of raising the ~xpress bus fare to $1.50: · 

Local Express 

Time Fare Time Fare 

Local -0.02 -0.03 +0.01 +0.02 
Express +0.09 +0.62 -0.08 -0.15 

38. For the system of Exercise 37, estimate the effect of expanding the number of express buses .and 
thus reducing the express bus travel time to 25 min. 

39. Examine the effect that a 1 0-min reduction in the travel time offered by the loca'l bus service 
would have on the total peak-hour transit usage between the two zones described in Exercise 37. 

40. Assuming that the elasticities given in Exercise '37 afe shrinkage ratios, estimate the combined 
effect of raising express bus fares to $1.30 and lowering the local bus fare to $0 .. 40. 

41. Repeat Exercise 37 assu~ng that the given elasticities are log-arc elasticities. 

42. Repeat Exercise 37 assuming that the given elasticities are shrinkage ratios. 
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9.1 INTRODUCTION 

g' 
: 

Tra,ffic lm,p~act and 
Parking, S'tudi.es 

In this chapter we provide an overviev; of two cotJ:l>JilOll types of traffic wg)neering studies: 
traffic impact studies and parking studies. The former assess the impact ofpmposed: new 
developments or expansi·ons of existing devek>pments. on traffic networks (Lee, impact of 
anticipated traffic on existing road rretw<I>rks, surrouNding the site)c. The latter focll£ on. the· 
analysis of needs and the principles of the design of parking facilities. 

9.2 TRAFFIC IMPACT STUDIES 

9.2.1 Background 

Few people realize the colmection between waffic and proposed developments. Why should 
tr')Ilsportation analysis be necessary in the design of a shopping mall,. a large apartment 
building, a new employment center, and so fOrth? Perhaps these developments. require some 
internal circulation design and parking lots or parking structures. The role oftranspartatiml: 
analysts, however, goes far beyond: traffic circulation and: parking analysis • 

. New or expanded deyelopments generate new ot additional traffu:: new shoppers,, 
new residents, and new employees in the examples. mentioned earlier; fu general',. develop~ 
ments attract people because certain needs of people can be fulfilled in a new developmentc 
For example, the new developmentinay include a superm'!fketthat is larger or closer to, the 
one previously used (the underlying need is household maintenance), or the new develop· 
ment may host offices, restaurants, and movie theaters (the nnderlying neCJls. are work and 
entertainment) that would attract people. Users of theie facilities would tra¥e1 tothe• new 
development by various travel modes (i.e., driVing, sharing a ride, 11sing public transperta;.· 
tion, biking, walking, or a combination of them). · · . 
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To quantify the transportation implications of new developments, the new or addi­
ti~nal trips.hive to be eStintateq; their origins and destinations ri1ust be determined and the 
modes and routes selected have to be established. Furthermore, traffic is dynamic. Direc­
tional-flows vary by the ti'me of day and with time. New transportation facilities and ser­
vices are implemented or terminated over time. Thus the characteristics of tll.e generated 
trips and their impact on traffic ffiust be forecast and assessed. This ·requires specialized 
traffic engineering knowledge. 

9.2.2 Basic Characteristics 

Traffic impact studies (TIS) are necessitated by the increasing levels of congestion in 
growing areas, particularly t;hose that are lOc.ated within .the boundaries of large urban areas. 
In an attemptto' control unplanned growth and unmanageable loads of u·affic, traffic impact 
studies became a requirement to examine whether the road network surrounding a proposed 
development will be abl' to handle the additional traffic while still offering acceptable 
levels of service (e.g., performance at level C or better). TIS are required by municipalities 
or counties that individually determine the~ acceptable levels of intersection performance. 
For example, in some locations LOS D is acceptable for peak periods. Typically the TIS is 
a part of the environmental impact statement (EIS) of the proposed developmept. Public 
projectS such as an extensiVe roadway widening, a new airport terminal, and So on, may also 
be required to submit an EIS. 

Traffic impact studies provide answers to the following qUestions: _ 

l. What are the existing traffic conditions on the network surrounding. the proposed 
development? 

2. How m.uch additional traffic will be generated by the proposed development? 

3. How will additional traffic. affect existing conditions? ; 

4. What roadway improvements or changes in the site plan would be necessary to min..: 
· imize the traffic impact of the proposed development? 

Traffic impact studies are not required for all developments. A traffic impact study 
may be necessary if at least 100 new inbound (i.e., entering the site) or outbound (i.e., 
exiting from the site) trips are generated along the peak direction of traffic during the peak 
hour of the existing. traffic. This corresponds to developments of substantial size: 160 single 
family houses, or 220 multifamily units, or 10,000 ft2 of retail space, or 60,000 e of office 
space. Smaller developments that (I) may generate traffic safety hazards or (2) are located 
in traffic congested areas may necessitate a- traffic impact study. Municipalities may request 
a TIS for reasons other than the ones mentioned before. The roles of developers, traffic con-
sultants, and government agencies vary betwee.'llocalities. "'' 

Several assumptions ai:e put forth in tra..Iic impact studies, particularly for large 
deveiopments, because proposed developments may be fully operational in the near future, 
whereas their impact will be felt over a longer perind. · 

The folloWing are some of the issues that need resolution: 

• Determination of the appropriate size of the study area surrounding the p!1)posed 
development · 

• Peak periods to be analyzed (i.e., morning, ndon, evening, weekends, etc.) 
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Time ffame of ana-Jy~is, which inClude's the. base year when the proposed facility 
opens--and the target or horizon .year for assessment of irripacts 

· • Anticipated background gr9Wth (.,;g~~verall g~owth ofthe surrounding area) 

• IdentificatiOn of c0mm1tted tran'spo'rtation improvements orchanges:until the horizon 
year 
Study methodolOgy (i.e., analysis of iritersections using a·specific version of HCM 
(e.g .. [9.1, 9.2] or other method, utilization of nationwide or area-specific rates) 

Requirements for additional analyses (e.g.,_ accidents, sight distance, gap availability, 
weaving, queuing, etc.) 

The size of the development-largely dictates the number of intersections to be ana­
lyzed (i.e., two to four intersections for a 300,000 ft2 strip mall), which, in tum suggests the 
equipment to be utilized. Small developments can be analyzed "by hand"; computers are 
used for simple bookkeeping tasks and calculations. Large developments are typically ana­
lyzed with the aid of personal computers. Traffic network flow models are utilized for the 
proper assignment of flows On the network and the faster repetition. of calculations for 
future scenarios. Also, for largedevelopments traffic impact studies are required during var­
ious phases of the design and issuance of requisite permits because the. final site plan is 

. likely tQ be different from the original plan (e.g., redesign to respond to new economic or 
demand trends, public reacti0n, etc.) Computer processing of the traffic impact study vastly 
improves responsiveness and effiCiency. 

The basic inputs and outputs of TIS are as follows: inputs: traffic volumes by move­
ment and direction, link volumes, n~twork characteristics (street sy~tem: link lengths, 
capacities, signal timings), land-use· patterns, trip-generation rates, and distribution by 
direction (i.e., percent of traffic entering and leaving the site); oUtputs: link and-intersection 
volumes, capacity and performance analysis of intersectio~s (usually. with the HCM 
p1ethod; see Chapter 4 ), and recommendations for improverneflts within the site and of the 
SUtl'OUnding network. 

· 9.2..3 Overview of Steps 

The methodology of a traffic impact study includes the following steps[9.3]: 

I, Meetings with the municipality to discuss the scope and extent of the study and the 
assumptions· and horizon years to be used for- analysis. At this stage the municipality 
may agree ·to provide data on traffic volume·s, signal timings, accidents, and planned 
transportation improvements. 

2. Field surveys, which usually include the following observations: detailed recen­
naissance of the projfct site, roadway netWork in the area, traffic control devices, 
signal phasings and timings ·at signalized intersections, roadway_ geometries, 
parking reguiatioits, transit routes and stops, adjacent land uses, and driveway , 
locations. ' 

.3. Traffic counts and surveys. The standard traffic counts (detailed in Chapter 4) are 
conducted during the agreed upon time periods, days, and seasons. Surveys of pass­
by motorists, neighboring residents; artd emplpyees r:tay be collected for guidance in 
modal split, trip ctistripution, and traffic assignment. 
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4. Analysis, which consists .of the \allowing tasks listed in the order in which. they are 
often conducted: 
a. Trip generation: estin\atiqri of trip rates and application .of modal split based on 

experience (historical data in the area) orfrom local surveys 
b. Trip distribution 
c. Estimation'of non site traffic. The impact of such traffic should not be·attributed to 

the site studied; otherwise unreasonable demands for roadway improvements--or 
downsizing of the development may be placed on the developer of the project 
under study 

d. Assignment of site and nonsi!e trips on the roadway network based on a network 
equilibrium rule or an empirical technique* 

e. Capacity and perfonnance analysis of Signalized and unsignaJized intersections 
f. Evaluation of results and recommendations for improvements 

5. Revisions of the site plan and incorporation of selected improvements 
( . . 

6. Production of reports for the client and the municipality 

9.2.4 Major Components of Traffic Impact Studies 

In this section we focus on components of a traffic impact study, which require specific 
J!Ilalyses. These components are trip-generation, modal split, trip-distribution, traffic assign­
ment, and intersecti'on analys~s. Methodologies of these fundamental steps of transportation 
analysis are detailed in Chapters 4 and 8. In this section we present some basic examples of 
the application of these transportation analysis techniques tO conduct traffic impact studies. 

Trip generation. Trip-generation estimation is conducted separately for site and 
nonsite traffic. Nonsite traffic incl~des all·through traffic that has neither origin nor desti­
nation at the site as well as the traffic generated by developments within the study area, but 
outside the specific site under analysis. In the absence of locally derived rates ITE's Trip 
Generation manual [9.4] is utilized for assessing site and nonsite traffic. An example of the 
form of the data in this manual is given in Fig. 9.2. I. 

The Trip Generation manual employs simple additive or multiplicative models of the 
form 

·where 

·• T =a+ bX (additive) 

In T =a +.blnX (multiplicative; original form T = a'Xb) · 

T = total number of generated trips 

X =.,total GFA or GLA or another characteristic of the site 

a, b = given model parameters 

GFA = gross floor area 

GLA = gross leasable area 

(9.2.1) 

*New transportation infrastructure, p!'anned or_under construction, is accounted for here and in task 4e. 
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Office Park 
(750) 

AVerage Vehicle' Trip En.ds ~s: 1000-Sq. Feet Gross Floor Area 
· · On a: Weekday, 

A.M:Peak Hour 
Number of .Studies: 29 

Avera:ge 1000 Sq. Feet GFA: 372 
Directional Distribution: 89%.entering, 11% exiting 

Chap.9 

'Trip 'Genetation Per 1000 Sq. Feet Gross Floor Aua 

Average R:a:te Range of Rates Standard Deviation 

1.74 0.72 - 5.89 1.46 

D-ata Plot and E-quation 

4,000 ..,--------------,---------...,------, 

x: 

" X X 

x 
' ' 

x 

ODDDO-~aDBJ~~~--~-mm 

X = 1000 Sq. Feet Gross Floor Area 

x Actual Data points -- Fitted Curve 

Fitted Curve Equation Ln(T) = 0.836 Ln(X) + 1.540 

Figure 9.2.1 Example of trip rates (office park development). 

AVerage Rate 
R2 ~ 0.87 

(Reprinted with permission from Trip Generation, 6th ed., © 1997 
Institute of Transportation Engineers, Washington, DC.) 
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Office ·Park 
. (750) 

Av.er.age Vrehide Trip Ends vs.: 1000 Sq. Feet ·Gr-oss Floor Area 
· 'On a: Weekday, 

P.M. -Peak Hour 
Numbei-QfStudies.: 31 

A1ver:a,ge lGOO Sq. F-eet GFA: 370 
Directional Distribution: 14% entering, 86"'/,.. .exiting 

1:'rip Generation :per 1'000 Sq. Feet Grnss Floor Axea 

Average Rate Range of Rates Stand<wd Deviation 

150 D.73 - 4.50 132 

Data Plot and Equation 

X: : 
.X,.."' X :, 

ODgDOD~-DD-lD~W~~mm= 

X = 1000 Sq. Feet Gross Floor Area 

· x Actual Data Points -- Fitted Curve 

Fitted Curve Equation T=l.213(X) + 106.215 

Figure 9.2.1 Continued 

-----·--- Average Rate 
R2 = 0.91 
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. Example 9.1 

Estiinate. the peak-hour number of trips· generated by an office park with 190,000 ft2 GFA for 
. _l h during the morning and·evenin$ peak periods. 

"SolUtion The appropriate forrnulasJroni the Trip GeneratiOn manual are (see Fig. 9.2.1): 

A.M. peale ln(T) ~ 0.836ln(X) + 1.540 

P~M. peak: T = l.213(X) + 106.215 

(9.2.2a) 

(9.2.2b) 

Simple substitution of X = 190, since inputs should be in thousands, results in 375 vehicle­
trips in the morning peak hour (Eq. 9.2.2a). and 337 in ti\e evening peak hour (Eq. 9.2.2b). 

The present traffic in the area (assessed with traffic counts) needs to be projected to 
the horizon year. This is done by augmenting traffic using an annual growth rate (one ofthe 
assumptions mentioned earlier) or by using historical growth rates for the general area. 
More sophisticated forecasting tools incorporating demographic arid socioeconomi_c:: 
parameters may be employed for large-scale developments (see Chapter 8). The simpler the 
forecasting method is (i.e.; constant annual growth rate) and the farther the horizon year is, 
the more uncertain the forecasts are. In such cases it may be wise to employ alternative 
growth .scenarios, such as constant growth, accelerated growth, tapering growth, and so 
forth. Examples are given next. 

Growth(%) 

Years from present Constant Accelerated Tapering 

l-5 3 2 8 
5-!0 3 3 5 

!0-15 3 4 2 

A simple method in common use is a compounded growth equation (see Chapter 12). · 
For example, 1000 vehicle-trips in 2000 will correspond to 1344 trips in 2010 compounded 
annually, assuming a compounded 3% annual growth rate. As the reader may calculate, the 
same number of trips in 2000 will correspond to 1396 trips in 2010, assuming a 5% growth 
rate for the first 4 years, 3% growth rate for the next 4 years, and I% growth rate for the last 
2 years (high growth that tal?ers off). 

Modal split. The estimated trips need to be adjusted to reflect public transit use 
· and ride sharing. Usually the prevailing modal split in similar developments in the general 

area is adopted if no locally calibrated modal split is available, Modal split is essentiljl 
because it varies substantially from place to place. The Trip Generation data are from sub­
urban locations with nearly 100% auto modes share. 

Example9.2 

For 1000 generated trips, estimate the, number of vehicle-trips for the following scenarios: 
(1) 100% automobile use with average occupancy equal to 1.2 persons per Car and (2) 65%' 
automobile use with _average occupancy equal to 1.2, 25o/O ride shari fig with aVerage occupancy 
equal to 2.5/ and 10% public transit (in this case this corresponds to 29 buses per hour). 
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Solution Scenru:io I results in -833 vehicle-trips (100011 .2 = 833). Scenario 2 results in 
· 671 vehicle-trips, which'teflects- a l9o/o reduction of the trips estimated in scenariO- 1 
[!000(0.65)1!.2 + 1000(0.25)/2.5 + 29 = 671]. 

463 

·No~e that the rates resu~ting.from the "Trip Generation manual .implicitly account for 
average oCc)Jpancy (i.-e .• 1.2 persons per car); thus the occupancy adjustment illuStrated ear­
lier 'should be avoided when rates frorn that source are used; In· general, the analyst should 
pay attention· to trip rates; some may be in terms of person-trips and others in terms of 
vehicle-trips. 

Trip distribution. Trip genera(ion results in the .total•number of trips generated 
by the site analyzed. Some of these trips are entering the site while ot~ers.areieaving the 
site. Knowledge of the deStination of exit~ng trips and the origin Of entering trips is neces­
sary so that the routes followed and the impact on intersections can be assessed in the steps 
of traffic assignment and intersection performance analysis. Trip distribution enables iden­
tification of the genefal direction of origin or destinatiOn of the trips (i.e., 12% of traffic is 
coming from zone x) and trip assignment enables the assignment of trips along specific 
routes. 

The split of trips in entering and exiting can be taken by surveying neighboring sim­
ilar sites or from the Trip Generation manual, ::ts shoWn in the following ex·ample. 

Example 9.3 

Based -on Example 9.1, estimate the humber of trips-_entering·and exiting _the site for the 
morning and evening peak hours. · 

SOlution For the particular kind of site development the Trip Generation manual specifies 
the following average values (see Fig. 9.~,:1): 

A.M. peak hour; :89%_ entering and I ·1% exiting 

P.M. peak hour; 14% entering and 86% exiting 

Given the 375 and 337 trips estimated for the A.M. and P.M. peak hours, respectively, the direc-
tional. distribution is as follows: · 

A.M. peak hour: 334 entering and 41 exiting 

P.M. peak hour: 47 entering and 290 exiting 

The d'irections froni which the traffic will access the site, or depart ·from. the ·site, 

depend on: 

• The type of proposed development 

• C_ompeti.pg developments in the surrounding area 

. • The size of the proposed development 

-~_The land~~~_:; in the·area and its population 

• The flow conditions and the characteris-tics of the surrounding street system 

So far the location of the site as well as the study area have been- established. The 
study area is defined by. the intersections to be analy~ed. To apply trip distribution, an influ­
ence area (a perimeter surrounding the study are,a) needs to be established. This area should 
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· include at least 1\0% ·of :the trips ·ending at or depmting from the site. One way to define the 
influenCe area is 'by settin:g a rea'Sonable Bpper bound travel time between the site and the 

· limits of the influence area, Some exarriples<>f travel times are the shopping mall, l5to 30 min; 
thecoflice park, 3\) to45 min .t9 A]. Then the influence area is divided into zones {Le .. , census 
'tracts, phy•ical or legal hoondaries, ·etc.). A basic method for di'Slributing trips from many 
,origins to one {the site in this .case) or sev·eral ·destinations is the gravity model. which is 
pre-sented in Chapter 8. 

Note th~at the smaller the zones and the more accurate the distances or travel times ar:e 
utilized, the more accurate are the trip-di~·tribution resuits. Large zones are inhibited with 
large aggregation errors, and inaccurate travel characteristics resul,t in a biased trip distri­
bution (the distributio-n favors shorter distances Dr travel times). Distances and travel times 
.are discussed further in the next section. 

Traffic assignment.. The traffic assignment step determines the amount of traffic 
that will use certain routes of the roadway network between the site and the surrounding 
zones (within the influence area). Links of the network will be .loaded differently, 
depending on the origins and destinations, as well as on the trallic conditions on each linlc 
As a result, some links or network segments may receive the bulk. of the site-generated 
traffic, whereas others may ~eceive no additional traffic. 

As discussed in Chapter 8, the fundamental methodology for traffic assignment is 
based on some principle of network equilibrium. There are three mutually exclusive prin­
ciples: user·equilibrium (assign users on the shortest path from their origin to their-desti­
nation), system equilibrium (asSign flows to minimize the total travel time spent by all users 
in the network), and stochastic equilibrium (assign users on paths that they think are the 
shortest). The latter incorporates the notion of perception of travel times while it implicitly 
assumes that all reasonable paths between the origin and destination will have some flow; 
realistically, this is a better equilibrium principle [9.5]. ,c. 

A measure of travel cost is necessary to perform traffic assignment: usually travel 
time or distance. The use of travel time instead of distaj1t:e is preferred because it represents 
actual flow conditions on the network. Distance remains constant over time, whereas travel 
time fluctuates by the time of day (e.g., it is shortest during off-peak hours and much longer 
during peak hours; thus travel time accounts for the level of congestion) or by the type of 
the facility (e.g., under uncongested conditions, 5 mi on an expressway can be traversed in 
shorter time than on an urban arterial, which typically has a lower speed limit as well as 
trallic signals and other interruptions). Thus tiavel time accounts for facility-specific char­
acteristics as well. 

The trallic assignment phase can be hand-solved only for very small networks (i.e., 
·up to eight nodes and/or 12links). Usually computer programs are employed for conducting 
the traffic assignment. The process is-often iterative in an attempt to estimate realistic triiffic 
-loads. Two simple assignment methods that can be applied quickly with a spreadsheet pro­
. grmn are the FHWA and the incremental methods. Their algorithms follow these steps for 
each origin-destination (0-D) pair: · 

FHWA 

1. Compute the travel times based on existing flows, t'. 

2. Assign all flow to the minimum path (all-or-'nothing). 
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.3. COmpute travel times'ta (Va) a~ a function of the existing and assigned flows. 

4. Compute revised times t"~ 0.75t' + 0.25 taCVa). 

5. Take t" as the new base. time a.nd repeat steps 2 to 4 three more times. 

6. The fi·nal assignment of flows on each path is the average of the four flows. 

INCREMENTAL 

1. Compute the travel times based on existing flows. 

2. Assign an increment of the flow to the minimum path (usually the smaller the inqe­
ment is, the better are the results) . 

. 3. Update link travel times based ~:m the existing and assigned flQw. 

4. Repeat until all the flow fot the 0-D pair has been assigned. 

Example 9.4 

A volume of 524 vehicles must be assigned between an 0-D pair connected with three routes 
A, B, and C. The three routes have existing volumes, Qmllx and base-travel times as shown in 
the first four columns in the following table. Use the FHWA and the incremental methods with 
four equal increments to perform this assignment. 

Solution First, the travel time with the existing u·affic is estimated by applying Eq. 8.5.2, 
which .for link A iS modified as follows: 

The spreadsheet on the next page illustrates the two methods. 

FHWAMethod 

Link B has the lowest travel time and receives the volume of 524 vehlh. This increases its travel 
· time from 20.3 to 25.9 min. The travel times of links A and C do not change. Then the 
weighting formula is applied: t" ~ Q.75 r' + 0.25 t.(V) = 0.75 X 20.3 + 0.25 X 25.9 ~ 21.7. 
At this point the second iteration can commence based on the t" of iteration 1. After four iter­
ations links A, B, and C receive 0, 262, and 262 veh/h, respectively. 
An exact solution is easy to produce in this case. The assignment that yields the best travel­
time equilibrium is 0, 222, and 302 veblh for links A, B, and C, respectively. Based on this, the 
"% error" column was estimated. 

Incremental Method 

Four equal increments of 25% or 131 veh/h are made !lS shown in the table. Observe that each 
increment is added to the previous one, so that no summation and averaging is needed at the end 
of the process. After foUr iterations links A,_B, and C receive 0, 262, and 262 veh/h, respectively. 

DiScussion Although\ in this simPle example both methods produced identicaJ results 
(which are Considerably far· from the optimum solution), the incremental method tends to 
produce better results than the FHWA method if a large number of increments of diminishing 
size are uSed, for example, eight increments ofi }0,, 20, 15, 10, 10, 5, s; and 5% . 

. Intersection analysis. After the trip assignment is complete, all additional (site 
and nonsite) volumes are known for the base as well as for the horizon year. The calculation 
of volumes by movement (i.e., through, right, and !em is the next step; it is illustrated in the 
detailed example in Section 9 .2.6. At !his point all site-generated volumes at each intersection 
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FHWA 

l 

Existing I y Base 
Link ttaffic Qm!. II t' v. la(Va) ' t" 

A 550 :~ 
22 22.3 0 22.3 22.3 

B 1440 18 20.3 524 25.9 21.7 

c 3700 4000 19 21.1 0 21.1 21.1 
·~~--

Incremental 

I-
l 2 

Link EXisting Base 

ttaffic Qm.J II t', Vzs% t"(V") Vso% 

A 550 1000 22 22.3 0 22.3 0 
B 1440 1500 18 20.3 131 21.2 131 

c 3700 •ooot 19 21.1 0 21.1 131 

2 3 

v. t.(V.) t" v. t,(V.) 

0 22.3 22.3 0 22.3 
0 20.3 21.4 524 25.9 

524 22.5 21.5 0 21.1 
... 

3 4 

la(Va) v75% . ta(Va) v,OO% t,(V.) 

22.3 0 22.3 0 22.3 
21.2 262 22.5 262 22.5 
21.4 131 21.4 262 21.7 

4 

t" v. '.oc,J t" 

22.3 0 22.3 22.3 
22.5 0 20.3 21.9 
21.4 524 22.5 21.7 

%error 

0% 
18% 

-13% 

----

·. 

vavg %error 

0 0% 
262 18% 
262 --'.13% 

~ 

~ o;· 

3 
-o 
"' ~ 
"' " 0. 

-;? 
~ 

!'-

" "' ~ 
c: 
0. o;· 
"' 
(") 
::T 

" , 
"' 



Part 3 Transportation Impacts 467 

aTe availabl~ by movement. Sini.pl6 Superposition of thes~ volumes to the preexisting ones 
. results ln the final volumes to be Used for' intersection analysis. Thus the final traffic volumes 
for iniersecclon analysis are. the· summation of (I) existing traffic, (2) growth of.existing 
traffic at the horizon year, (3) site-generated traffic, and (4) anticipated nonsite traffic (i.e., 
from neighboring proposed development sites). 

The intersection capacity and performance analysis is conducted as illustrated in 
Chapter 4. The total number of intersection analyses required are given in Fig. 9.2.2. For 
example, if five intersections were to be analyzed for morning and evening peak periods, a 
total of 5 X 2 X 5 = 50 intersection analyses would be necessary. This is because present 
time, base, and horizon year analyses are required and traffic conditions J,ith and without 
the site are analyzed so that present, base-year, and future year conditions, as well as the 
impact of the subject project, can be evaluated. 

In the horizon year analyses planned roadway improvements, such as widened 
approaches, installation of signal control, and so forth, should be included. Other actions, 
such as the (!limination of curb parking and the scheduling of new transit service, may be 
included if sufficient information is available. 

The analysis of intersections has the potential to reveal service deficiencies, such as 
approaches or whole intersections performing at unacceptable levels of service. These defi­
ciencies have to be dealt with before seeking approval from the municipality. Potential defi­
ciencies and remedies are discussed in Section 9:2.5 . 
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Figure 9.2.2 Intersectton analysis reporting of ~esults. (A se16cted number of time 
periods is usually considered, (e.g., A.M. and P.M. peak·hOurs only).) 
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Queue lengths as well as weavi~g areas at interchanges may need investigation to assure 
. that safe and efficient traffic operatjon·s are maintained. Traffic sirnuiation packages are usually 

employed for this type of analys~s. Sm~U or large signalized-intersection networks can be ana­
ly<ed efficiently and accurately with several traffic simulation packages (see Chapter 15). 

9.2.5 Site and. Network Improvement Alternatives 

The traffic impact study may reveal· a numbe'r of traffic-related deficiencies that need to be 
improved. In some cases the deficiencies are so substantial that large elements of the design 
or size of the whole project may need to be changed. In this section improvements that may 
be within the site Or in the surrounding roadway network are presented. 

There are a number ·of improvements that can reduce and/or improve the floW~ of 
traffic within the site.They are grouped in three categories: (I) access locations, (2) internal 
circulation, and (3) demand management programs. Most of these improvements pertafn to 
large-scale developments. In some cases, however, the access ·and internal circulation 
design of small or rriedium-sized sites need to be improved before approval from the munic­
ipality can be granted. 

Access improvements facilitate the flow entering or leaving the site. Potential improve­
ments may be the widening of entrance and exit points, which rnay include the placement of 
bays (exclusive lanes) for turning movements. Queues should not impede the internal circu­
lation as well as the outside traffic. Exit and entrance lanes should supply enough capacity and 
storage so that the performance and safety of operations is not compromised. 

Internal circulation improvements facilitate the flow wjthin the site. Proper· pavement 
markings as weU as signs must be placed to assure the safety of operations. Major concerns 
arise frqm the expected presence of heavy vehicles in the internal traffic of the site (i.e., 
public transportation buses, employee transportation buses, and pick-up, delivery, or waste 
removal trucks). Thus turning radii should be designed to accommodate the movement of 
large vehicles. the parking layout should allow sufficient space for the maneuvering of 
heavy vehicles, and vertical clearances should account for the potential presence of over­
sized vehicles, while small bridges and other landscaping elements should be able to with­
stand the stress from heavy vehicles. Finally, the loading and unloading ramps should be 
carefully designed: They should be practical, spacious, and concealed from public view, if 
possible, to enhance aesthetics. 

Demand-management programs could also be considered. They alm to reduce the 
number of vehicles using the road network to go to the site and the internal network and the 
parking space of the site, Cooperation with the local public transit authority for rerouting 
buses through the site and programs matching commuters as well as },~Gentives for ride , 
sharing (i.e., bonuses, free parkirig, privilege to park closer to entrance)'ifl~ve a potential to 
reduce the number of vehicles on site. In the case of large employmei\t facil\ties the insti­
tution of flexible work hou_rs has the potential to reduce local congestion for accessing"and 
circulation in the facility d;,ring peak hours (i.e., peak-demand spreadtng). 

On the surrounding roadway system improvements may take place at intersections, 
arterial streets, and freeway interchanges. The operation of intersections may be improved 
easily by altering the signal phasing and timings as well as the progression settings (off­
sets). Other improvements include the addition of lanes and/or different channelization· 
schemes (i.e., allocation of lanes for turning movembnts). Often the addition of lanes is 
infeasible or unaffordable. Also, due to the site-generated traffic, signal control may be war-
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ranted for previously unsignalized intersections. Semiactuated' contrullers at· the access 
pointS of large sites may facilitate the .safe and efficient- processing of traffic flows. 

Several improvemet:tts- q1ay take· place along· arterials~ Additional' lanes increase 
capacity, waikways and cuvbs facilitatethe·safe processing of pedestrians, and lighting, par­
ticularlY near ac~ess points and btisy· i~tersections, improves night driving conditions and 
safety, whereas new or altered regulations can affect the operational and. safety characteris­
tics (i.e., revision of speed limits. and· parking regulations). 

If the site is close to an expressway facility, new access ramps may be installed, or the 
design of existing ramps, channelization, and weaving areas may need revisions. There are 
twO major concerns -at interchanges: the processing of flow moving at considerable speeds 
(particularly in the merging and weaving areas on the freeway) and the elimination of 
spilling over queues, which have the. potential to clog ramps or parts of arterials. Ramp 
metering at freeway entrances can control the number of vehicles entering the facility so 
that uncongested flow conditions may be maintained. 

The effectiveness of the selected improvements should be assessed and the least 
costly or most cost-effective options should be identified. This is an additional reason for 
having the traffic impacts analysis done on a computer, 

In general, states, counties, and municipalities are increaSingly hesitant in eXpending 
on infrastructure improvements 'to facilitate the traffic generated by one or several devel­
opments in an area. Roadway infrastructure_,improvements are costly and the srn~ll tax base 
of suburban communities can hardly provide the funds for such projects. Thus in many 
places impact fees have been instituted and schemes for shared funding of network 
improvements from the public and the private sectors have been established. Certainly both 
the developer and ·the municipality try to minimize their share in the contribution for 
roadway improvements. Comprehensive. and accurate information from the transportation 
analysts will guarantee that each party pays only its fair share of the expenditures. 

9.2.6 Comprehensive Example 

This example illustrates analyses for a small-scale-site-development traffic impact study. At the 
corner of East-West Road and Oahu Avenue in Ocean County a site will be developed in the next 
few years after the county issues a pemtit The traffic impact study (TIS) will be used in the appli­
cation for site development This site is planned to be developed as an office park. The developer's 
architect stated that the gross floor area (GFA) of the office park is going to be equal to 157,300 
fi'. The develoyment is expected to be fully operational in yearN+ 4; the present yearis N. No 
other sites have been proposed for development in the neighborhood of the subject site .. Access 
to the site will be provided at the north side of its boundaries; it is planried to be an unsignalized 
intersection with stop control at the exit from ,the project, unless the TIS indicates otherwise. 

There are twQ. Communities close to the project: Northtown with 18,000 residents and 
Easttown with 25,000 residents at the present time. The county statistics indicate that Northtown 
grows at an annual rate of 3.2%, whereas Easttown grows by a rate of 1.5%. The county is 
expected to grow at an average rate of2.0% for the next 10 years. The county's planners advised 
that I 00% of the site traffic will be coming from or going to the two neighboring communities. 

The county required that detailed volume travel-time surveys be conducted to estimate 
the functions for accurate assignmentof.traffic. :The traffic analysts have agreed with ·coUnty 
planners that the evening peak period should be considered at this stage of the proposal. 
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Figure 9.2.3 contains most of the information required for this preliminary TIS·. Ocean, 
County also required that (l)alllanesor lane groups should operate under LOS D or better 
and '(2) the demand for. each movement of the unsignalized intersection should be at most 
5Q%.of the potential 'capaCity ~f the con·espdnding movement. 

·The analysis proceeds as follows: 

Step 1: Evaluation of the performance of the signalized intersection at time N that the 
project is not in place 

Step 2: Site and nonsite traffic estimation 
Step 2.1: Estimation of the project-generated traffic 
Step 2.2: Traffic distribution 
Step 2.3: Traffic assignment on the roadway netvVork 
Step 2.4: Imposition of site volumes onto the yearN+ 4 background volumes 

Step 3: Evaluation of the performance of the signalized intersection assuming that 
the project is in full operation 

Step 4: Assessment of the capacity of the unsignalized intersection 
Step 5: Recommendations for changes so that the requirements set forth by the 

county are met 

The performance of the intersection under present conditions is analyzed and evalu­
ated in Table 9.2.1 using the HCM 2000 procedure presented in Chapter 4. The analysis 
reveals that with the existing signal timings all left~turning movements operate at level-of­
service D. Overall the intersection operates at LOS C (but only 0.3 s/veh below the 
threshold for LOS D). Table 9.2.2 presents the base future scenario. that is. traffic analysis 
at yearN+ 4 without the site. assurt1ii1g.an average growth of2.0% a year, which translates 
into a growth factor of 1.0824 (2.0% growth for 4 years: (1 + 0.02)4 = 1.0824). All average 
delays per lane group increase, placing the intersection at LOS D. The SB-LT movement. 
however, is marginally into LOSE (not acceptable). A small change in green times should 
improve it to LOS D. 

Trips generated by the proposed site are estimated as follows. A model supplied by 
ITE's Trip Generation manual [9.4] is used; it is identical to the one in Eq. 9.2.2b. This 
model is for the evening peak period (1 h during the evening peak period), and the propor­
tions for entry and exit are 14 and 86%. respectively. Thus 

T = 1.213(X) + 106.2 for X= 157.3 """' T = 297 trips 
and 

Enter (INs) = 42 trips, exit (OUTs) = 255 trips 

The yearN +4 populati.ons of t~e surrounding communities need to be estimated 
before the site-generated trafftc is distributed. 

Northtown: 18,000 (1 + 0.032) 4 = 20,417 

Easttown: 25,000 (1 + 0.015)4 = 26,534 

46,951 

The description of the site development states that there are no other sites to be devel­
oped in'the neighborhood of the subject site. Thus there is no nonsite. other than the back­
ground traffic to be considered. If there was such traffic, the analysis of nonsite traffic would 
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TABLE 9.2.1 Preserit lime: Year iv withoUt the Site 

Lru1e Right tur:O Adjusted Satur. Flow Critical Cycle 
Approach group Volume (%) PHF volume flow ratio mvhlt. Green length Capac!tY X Delay LOS 

LT 75 0.85 88 1650 0.053 i iO 95 174 0.51 50A D 
EB TH 250 0.85 294 1800 0.163 1 24 95 455 0.65 38.7 D 

TH+RT 210 21 0.85 247 1742 0.142 24 95 . 4,40 0.56 36.0 D 

LT 35 0.85 41 1650 0.025 10 95 174 0.24 42.2 D 
WB TH 100 0.85 118 1800 0.065 24 95 455 0.26 29.8. c 

RT 180 100 0.85 212 1530 0.138 24 95 387 0.55 36.3 D 

LT 30 0.85 35 1650 0.021 12 95 ' 208 0.17 38.8 D 
NB TH 375 0.85 441 1800 0.245 1 33 95 625 0.71 ' 33.4 c 

TH +RT 330 33 0.85 388 1710 0.227 33 95 594 0.65 3!.7 c 
LT . 110 . 

0.85 129 1650 O.D78 1 I · i2 95 208 0.62 52.5 D 
SB TH. 145 0.85 171 1800 0.095' 33 95 625 0.27 23.4 c 

TH+RT 130 31 0.85 153- 1717 0.089 33 95 596 0.26 23.2 c' 
--c-

X~ 
L....C_ 

65.0% Overall intersectiOn ::::;: ·54.1 c -



TABLE 9.2.2 Base Future Scenario: YearN+ 4 without the Site (2% Annual Growth Rate) 

Lane Right turn Adjusted Satur. Flow Critical Cycle 

f\pproach group Volume (%) PHF volume tlow ratio mvmt. Green length Capacity X Delay LOS 

' LT 81 0.85 96 1650 0.058 I 10 95 174 0.55 52.3 .D 
EB TH 271 0.85 318 !800 0.177 I 24 95 455 0.70 ' ' 40.9 D 

TH + RT 227 21 0.85 267 1742 0.154 24 95 440 0.61 37.5. D 

LT 38 0.85 45 1650 0.027 10 95 174 0.26 42.6 o· 
WB TH 108 o:ss 127 1800 0.071 24 95 455 0.28 30.1 c 

._·. RT 195 100 0.85 229 !530 0.150 24 95 387 0.59 37.8 D 

LT 32 0.85 38 1650 0.023 12 95 208 0.18 39.0 D 
NB TH 406 0.85 478 1890 0.265 I 33 95 625 0.76 36.1 D 

TH + RT 357 33 0.85 420 1710 0.246 33 95 594 0.71 33.8 c 
LT 119 0.85 140 1650 0.085 I 12 95 208 0.67 55.6 E 

SB TH !57 0.85 185 1800 0.103 33 95 625 0.30 23.7 c 
TH + RT 141 31 0.85 166 1717 0.096 33 95 596" 0.28 23.5 c 

X,.= 70.3% Overall intersection = 36.5 D 
---~- --······- - ·--

~ .... 
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be identical to th~ analysis of the site-generated traffic. Then both site and nonsite traffic would 
have to be combined to result in the proper intersection loadings (volumes in yearN+ 4). 

The site-generated traffic is .distributed using a simplified version of the gravity 
model. The_ distances between the com¢ unities arld the site are excluded because they are 
nearly identicaL 

entering trips exiting trips 

Northtown 20,417 Site 

255 !~::~ ~ = Ill 
to 42------ = 18 to 

site 46,951 Northtown 

Easttown 
42 :?6,534 = 24 

Site 
255 26,534 = 144 to to 

site 46,951 Easttown 46,951 

The assignment of traffic on specific routes is next. There is only one practical way 
for traffic to go between the site and Easttown: along East-West Road. It is not conceivable 
that such traffic will utilize the route via Notthtown, for example, a 21-mi trip instead of a 
10-mi trip. Thus the traffic from the site to Easttown and from Easttown to the site can be 
readily assigned on East-West Road. 

The traffic between the site and Northtown has two options. It may follow the 9-mi 
route (East-West Road and Pacific Boulevard) or the 10-mi route (Oahu Avenue and Kana 
Street). In order for the assignment to satisfy county requirements, volume travel-time sur­
veys were conducted. The following models were estimated: 

East-West/Pacific: TT = 2 + 2.5(V/2000)2 

Oahu/Kona: TT = 2 + (V/2200) 2 

where 

TT = travel time per mile 

V = traffic- volume on each direction 

(9.2.3a) 

(9.2.3b) 

First, the yearN + 4 volumes (without the site) along the routes identified previously 
need to be estimated. Figure 9.2.4(a) presents these calculations. Then the 111 trips J)com the 
site to Notthtown and the 18 trips from Notthtown to the site must be assigned on 'the net­
work. This problem is amenable to a sinaple and exact algebraic solution, which should be 
preferred to heuristic methods, such as the FHWA and incremental methods presented ear­
lier in this chapter. Call x the proportion of the 111 trips to be assigned on the East­
West/Pacific route. To reach travel-time equilibrium, the following relationship must be true: 

East~West/Pacific route Oahu/Kana route 
' 

[2 5(687 + 144 + x)2
] 9 + 2' 2000 

= 10[2 + (920 \~~1- x)n (9.2.4) 

Note: The 144 trips from the site to Easttown have already been assigned to East-West 
Road. 

Travel times equate at x = 23. The equilibrium travel time is 22.1 min; .which corre- -
sponds to an average speed of24.4 mi/h along the East-West/Pacific route and to 27.1 mi/h 
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(75+.375+220+180) X (1+0.02)4 ~ 920 _j L 
.......,._ 24 + 18 

+0.02)4 ~ 687 

88__/. 
144+23~ 

I 
(b) 

184 
EAST-WEST ROAD 

42 

(40+90+145+110) X (1 +0.02)4 ~ 417 
289____,._ 

SITE GROUNDS I 
rr~ 

. (180+0+100+35) X (1+0.02)4 ~ 341 

(a) 

SITE 
ACCESS 

(c) 

Permitted 
Movement 

·Figure 9.2.4 (a) Existing volumes for traffic assignment; (b) Intersection loadings from 
· site~generated traffic; (c) Traffic volurries per movement of the" 

unsignalized (stop-controlled) inteisection at the access point of the site. 

on the Oahu/Kona route. The analyst should always check results 'for reasonableness: 
Average speeds below.15 milh or above 45 milh may be umeasonably slow or fast, respec­
tively, for suburban ru:t<)rial streets. 

First, we riote that 24 trips from Easttown to the site have already been assigned to 
East-West Road. The 18 trips from Northtown to site are all assigned on the East-West/ 
Pacific route because after all the site-generated traffic is added, the resulting travel time is 
shorter than that on the Oahu!Kona route: ' 

East-West/Pacific: Total volume= 341 + 24 + 18 .._. TT = 18.8 min 

·oahu/Kotla: Total volume= 417 + 0 .._. TT = 20.4min 
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All traffic assignment calculations were based on the assumption that travelers will 
· choose the r~ute providing the minimum tra~el time between the origin and destination 

until equilibrium is r.eached. Figure9.2.4(b) presents the final assignment of traffic and the 
cort:espondin·g loading on the intersection under analysis. The site traffic must be allocated 
on specific lanes. The allocation is as follows: 

L WB traffic. The 42 added vehicle-trips·(through movement) are all assigned to the 
center lane because the rightmost lane already carries i higher volume: 

180(1 + 0.02) 4 > 100(1 + 0.02) 4 + 42 

2. EB traffic, The 167 vehicle-trips (through movement) need to be distributed on the 
cente.r and rightmost lanes. If xis the portion to be assigned on the center lane, then 

before 

45 + 165 

... 250 

after 

( 45:+: ! 65)2<_i_l_c02 l~::t:J1~7 - X I 
250 X I 1.02) 4 + X 

X =·9} . 

Thus 91 vehicles are added to the center lane and 76 vehicles are added to the right­
most lane. 

At this point the performance of the signalized intersection at the time N + 4 with the 
site in full operation can be assessed. Table 9.2.3 present's this analysis. The site-generated 

·volumes have been added to the yearN + 4 background traffic; bold type in the volume 
column highlights the cells containing the sums of background and site-generated traffic. 
The results indicate that 3 out of 12 lanes will be providing unacceptable LOS. However, 
since the distribution of traffic has changed (i.e., .the EB approach has been loaded with a 
large amount of additional traffic) and the overall traffic load has increased.(i.e., due to the 
expected areawide growth of 2% ), new signal timings are needed. They may alleviate the 
problem of poor intersection perfonnance. 

Webster•s formula for the estimation of optimal cycle length is utilized (as in Chapter 4 ). 
The totallost time is 20 s (L = 5 phases* X 4 s per phase), while the sum of the flow ratios 
for each critical movement per phase is CS = 0.58. These inputs result in C0 = 82.7 s. An 85-
s cycle length is selected. Table 9.2.4 shows that alll2lanes are estimated to operate under 
LOS D or better. 

The- next step is the evaluation 9f the performance of the unsignalized intersection 
that provides access to the site. Figure 9.2A(c) presents the intersection configuration and 
the traffic volumes present when the site becomes fully operationaL Two movements need 
to be analyzed: the left turn from the major street into the site ~nd the right turn exiting from 
'the site. The potential capacity is estimated sep:irately for each permitted movement: 

l. Left turn from major §treet: tc = 4.1 s. 'r = 2.2 s, V, = 579 veh/h 

=j
79 (4.l) = 0.6594 and 

" 3600 
" = 579(2.2) = 0.3538 
... 3600 / 

*The five phases are EWL, ETL, EWT, NSL, and NST. Two small adjustments were made to the greens: 
(EWL = -2s, ETL = +2 s) and (NSL = + 1.4 s, NST = -1.4 s). These small changes worsened the overall delay 
frOm 36.6 s/veh to 37.1 s/veh but produced an acceptable level of service for all lanes. 



TABLE 9.2.3 Future Scenario: YearN +4_with the Site 

Lane Right tum Adjusted Satur, Flow Critical Cycle 
Approach group Volume (%) PHF volume flow ratio mvmt Green length Capacity X Delay LOS 

LT 169 0.85 199 1650 0.121 1 10 95 174 1.15 155.5a F 
EB TH 362 0.85 425 1800 0.236 1 24 95 455 0.94 63.6 E 

TH+RT 303 16 0.85 357 1757 0.203 24 95 444 0.80 41.6. D 

LT 38 
. 0.85 45 1650 0.027 10 95 174 . 0.26 42.6 D 

WB TH 150 0.85 177 1800 0.098 24 95 455 0.39 31.9 c 
RT 195 100 0.85 229 1530 0.150 24 95 387 0.59 37.8 

D ' . LT 32 0.85 38 1650 0.023 12 . 95 . 208 0.!8 39.0 D 
NB TH 406 0.85 478 1800 0.265 I 33 95 625 0.76 36.1 D 

TH+RT 357 33 0.85 420 1710 0.246 33 95 594 0.71 . 33.8 c . 
LT 119 0.85 140 1650 0.085 1 12 95 208 0.67 55.6 E 

SB TH 157 0.85 185 1800 0.103 33 95 625 0.30 23.7 c 
TH+RT 141 31 0.85 166 1717 0.096 33 95 596 0.28 23.5 c 

XC~ 85.0% Overall intersection = _ 49.1 D 

'Must use X = 1 in the estimation of the uniform delay (d 1) 

:eJ ... 
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TABLE 9,2.4 Future Scenario: YearN+ 4 with the Site-Improved Signal Timings 

- Lane Rightt~m Adjusted Satuc Flow Critical Cycle I 

Approach group Volume (%) PHF volume flow ratio mvmt. Green length Capacity X Dday LOS I 
-

LT 169 0.85 199 1650 0.121 1 14.6 85 . 283 0.70 46.8 D 
EB TH 362 0.85 425 1800 0.236 1 24.5 85 519 0.82 41.7 ~ I Til+ RT 303 16 0.85 357 1757 0.203 24.5 85 506 0.70 35.0 

LT 38 0.85 45 1650 0.027 5 85 97 0.46 53.5. D ' 
WB TH 150 0.85 177 180{) 0.098 16.9 85 358 0.49 35.1 D 

RT 195 100 0.85 229 1530 0.150 16.9 85 304 . 0.75 41.9 D. 

LT 32 0.85 38 1650 0.023 11 85 214 0.18 34.8 c 
NB TH 406 0.85 478 1800 0.265 1 28.5 85 604 0.79 35.8 .D 

. 

TH+RT 357 33 0.85 420 1710 0.246 28.5 85 573 0.73 33.0 c 
-. 

LT 119 0.85 140 1650 0.085 1 11 85 214 0.66 49.9 D 
SB TH 157 0.85 185 1800 0.103 28.5 85 604 0.31 22.2 c 

TH + RT 141 31 0.85 166 1717 0.096 28.5 85 576 0.29 22.0 c 
XC= 87.1% Ovcrn!l intersection = 37.1 D 
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Substitution in Eq. 4.9.3 results in CP = 1005 vehicles. 1be demand of 42 vehicles is well 
bdowthe 50% ofthe potentirrl capacity. Thus for this movement the county's criterion is met. 

2. Right turn from ininor street:_ tc = 6.9 s., -~ = 3.3 s, V, = 289 veh/h 

289(6.9) . 289(3.3) 
a=---~= 05539 and j3 = = 02649 

3600 . - . 3600 . 

Substitution in Bq. 4.9.3 results in CP = 714 vehicles. Thedemandof255 vehicles is well below 
the 50% of the potential capacity. Thus for this movement the county's criterion is met as well. 

The study of the unsignalized intersection is concluded at this point but it is not com~ 
plete. Some potential problems that may require further study are: 

1. The left-tum movement from the major street into the site may be overloaded in the 
morning peak period. This is likely to cause a substantial disruption to the westbound 
through traffic, whereas the queue may back up all the way to the intersection of East­
West Road with Oahu Avenue. A left-tum bay may be required. 

2. A number of vehicles exiting from the site (right tum) may need to take a left turn at the 
intersection of East" West Road with Oahu Avenue. It is not certain that under peak­
period conditions such weaving Cirll be accomplished safely. Moving the access point to 
the west end of the site may mitigate this problem: if not, then serniactuated signal con­
trol with detectors at the access site and the lime for left tum into the site may be required. 

This traffic impact study indicates that if certain signalization modifications are 
implemented, the subject road network will be able to handle the additional volumes gen­
erated by the site in yearN + 4. Therefore the _site may be developed according to the orig­

. inal plan. However, detailed analysis of morning conditions (i.e., a left-tum bay for 
accessing the site may be required) is necessary to aSsure the safety and efficiency of oper­
ations when the ·site becomes operational. 

The previous TIS example is substmtially simplified compared with a real-world 
TIS. However, all fundamental elements of a TIS have been preserved. A similar real-world 

·TIS would likely include: 

• Analysis of more intersections 
• Analysis and evaluation of morning peak traffic conditions 

• Inclusion of other proposed developments in the immediate area that 'are likely to exist 

• Distribution of the traffic to a larger number of smaller zones 

• Consideration of more routes between the site and each zone (as applicable) 

• Analysis and recommendation of specific treatments for identified problems, such as 
the weaving prqblem stated earlier 

9.3 PARKING STUDIES 

9.3.1 Background 

Parking is an important urban transportation element. It has various long- and short-term 
impacts on individuals, conlmunities, and transportation systems. First, parking affeCts 
mode choice. Individuals having an automobile available will probably choose to access 
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their destination by automobile if parking is av~ilable and conveniently located at the des-
. tination, and if the cost of parking is reasonable. In other words inexpensive (or free) and 

plentiful parkirig is an incentive fot usinK private automobiles, whereas scarce, incon~ 
venient, and/Or expensive Parking iS a substantial disincentive for using private automo-
biles [9.6]. · · 

Parking also ~ffecf:s-the vitality of communities, commerCial and busiriess centers, 
transit systems, and airports as well ·as the efficiency of traffic circulation in downtown 
areas. FOr example, in certain European cities it is estimated that 40% of the total travel time 
to work is consumed in searching for parking [9. 7]. 

Parking has certain direct economic impacts as well. At a microscale parking costs 
may result in tax benefits for employers and entrepreneurs. At a macroscale parking gener· 
ales revenues for both public (i.e., municipality revenue from metered parking and cita· 
tions) and private institutions (i.e., for profit development of land). · 
· As a result, most individuals and institutions are concerried with parking: automobile 
users, local gOvernments (i.l, service to residents and visitors, econorllic vitality of busi­
nesses plus revenue for the community), private businesses (i.e., cu~tomer attraction, con­
venience to ·employees plus for-profit parking development), hospitals, schools and 
colleges, public services, and so forth. 

Around the end of the century nearly 50 cities in the United States, Canada, and 
Europe allowed developers to pay a fee instead of providing the parking spaces required by' 

· zoning ordinances [9.8]. The fee revenue is used to provide new public parking spaces in 
lieu of the private parking spaces that developers would have provided. in lieu parking pro· 
grams may reduce the cost of development, encourage shared parking, improve urban 
design, support historic preservation, and encourage developers to reduce parking demand 
instead of increasing parking supply. For example, the Eco Pass program in Califorrtia has 
shown that paying the transit fare for commuters who arrive by bus is cheaper than pro­
viding the parking required for commuters who arrive by car [9.8]. In lieu programs, 
employee parking cash-out (see Section 6.4.2), provision of mass transit passes instead of 
parking, as well as the analysis of parking demands and needs, capacity, circulation, venti­
lation, security, and compliance with national and local regulations make comprehensive 
parking analyses complex. 

9.3.2 Types of Parking 

There are two broad categories of parking: public and private. Public parking may be curb­
side (on streets and alleys) or off-street. Curb-side parking may be free or not, .and it may 
be regulatod or unregulated (i.e., no parking during rush hours, no parking overrtight, etc.) 
In downtown areas curb-side parking is usually metered and regulated. 

· Off-street parking is usually in lots, .decks (within multipurpose buildings), or in 
exclusive parking structuresc Private firms or public agencies may be operating these facil­
ities, which are open to the public. Some facilities may operate under certain riil~e.g., 

., parking on a long-term/contract basis). 
Private parking includes home or apartment building garages, stalls and driveways, 

or affiliate-specific parking (i.e., permit required). 
· The arrangement of stalls .·and pricing schemes are two important cnaracteristics of 

parking. Stalls may be parallel or angled (varying from 20 to 90°). Pricing schemes usually 

I 
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try to rnaximize:revenue as:weU as t9 fulfill certain objectives. Some pricing schemes are 
·designed to encourage short stay(high turnover): $1 for up to~ h, $3 iq h is exceeded and 
$2 for every hour thereafter, or P'!Tking meters with short-duration dials (this hinders con-

. venience because coins must be· inserted frequently while the likelihood of getting a cita­
tion increases). Other pricing schemes are designed to encourage long stay (low turnover): 

. $3 for I h or less, $0.50 for each hour thereafter. 

9.3.3 Types of Parking Studies 

Parking studies include financial feasibility, functional design, structural design, and demand•, 
studies. This chapter focuses on demand and functional design studies. There are three major 
types of parking demand studies: comprehensive, limited, and site-specific [9.9]. Compre­
hensive studies cover an entire area, such as the centra] business district (CBD). 

A major objective is to estimate demand for parking. The status quo reveals utiliza­
tion forced by existing conditions and does not represent actual demand. Usually surveys 
are employed to assess the demand for parking: both the need and preferred locations for 
parking. Careful sampling design and analysis are necessary to compensate for the natural 
bias toward oversampling short-term parkers [9.9].* 

In comprehensive studies the future parking demand is estimated with the use of fore­
casting models, which include population growth, demographic, social and economic 
trends, as well as trends ofihe local economy and use of transportation modes. Analytic and 
comprehensive inventories of on- and off-street parking are gathered along with detailed 
information on utilization patterns. From these, current deficiencies of the parking supply 
are identified (i.e., lack of supply, interference with traffic circulation). Then proposed sce­
narios for alleviating current deficiencies and fulfilling anticipated demands are developed 
and evaluated for judgment by officials and/or private interests. The development and eval­
uation of scenarios or alternatives analysis is conducted with a number of criteria, such as 
(I) encouragement or discouragement of private automobile use, (2) identification of pri­
mary recipients of service and ~ays to screen out nonprimary parkers, (3) derivation of a 
pricing schedule, (4) issues regarding access distance (i.e., convenience and safety for 
walking), (5) satisfaction of municipal and private perspectives, (6) zoning requirements, 
and (7) budget and future costs/income flows. 

Limited studies are similar to comprehensive studies but with reduced geographic 
coverage and fewer requirements. Typically in limited studies only one type of parking may 

.. be investigated (i.e., curb-side parking) while the estimation of future demand may not be 
required. 

. Site-specific studies are geographically narrow but analytically extensive. Focus sites 
rnay include existing, planned, or expanding hospitals, canapuses, shopping malls, residen­
tial, office, and industrial developments. Detailed inventories of existing supply and uti­
lization are taken find future demands. are forecast. In addition, attention is paid in regard to 
the various typeS' of users of the parking supply: people who do business or work at the site 

*Assume a 1 00-stalllot, where 50 stalls are filled with long-term parkers with zero turnover rate during 
the sampling period and the other 50 stalls are filled with short-term parkers with a turnover rate of five. Assume, 
for the sake of the argument, that all parkers were sampled. If so, 300 surveys were collected, 50 from long-term 
parkers and 250 from short-term parkers; the bias toward sampling short-tenn parkers is quite obvious. 
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GENERAL OFFICE BUI,LDING (711-716} 
Peak Parking Spates Occupied vs: 1,000 GROSS SQUARE FEET 

BUILDING AREA 
On a :WEEKDAY 

PARKING GENERATION RATES 

Average Range of Standard Number of 
Rate Rates Deviation StUdies 

2.79 0.75-32.93 2.25 207 

Average 1,000 GSF 
Building Area 

168 

DATA PLbT AND EQUATION 

0 0 

0 

' 0 

' 
0 0 

0 

.:-0 0 0 
0 

oO 0 ~ 

' 0 

X ~ !000 GROSS SQUARE FEET BUILDING AREA 

o ACTUAL DATA POINTS -- FITTED CURVE 

Fitted Curve Equation: Ln(P) ~ 0.93 Ln(X)+ !.253 
R2 ~ 0.870 

Figure 9.3.1 Examples of parking demand rates fur general-purpose office buildings '" 
and movie theaters. 
(Reprinted with pennission from Parking Generation, 2nd ed., © 1987 
Institute of Transportation Engineers, Washington, DC.) 

Chap. 9 

(i.e., primary recipients of parking service) and people who park at the site to go elsewhere. 
Information on the users.' access mode, the mix of users in regard to their parking occupancy 
(i.e., in hospitals, visitors stay up to a few hours, doctors and nurses may stay in excess of 
16 h, and other staff stays 8 to 9 h) are often measured. Change of shifts and the overlap­
ping parking utilization pattern§ of land uses such as industrial parks are of critical impor­
tance due to concerns in parking availability and turnover, internal circulation, and potential 
congestion at access points. 

Assessment of site parking demand, Parking demand for proposed sites is 
commonly estimated from ITE's Parking Generation,rnanual [9 .I 0], which is conceptually 
and presentational!)' identical to the Trip Generation manual [9.4]. Figure 9.3.1 presents 
two graphs, one for general purpose office buildings and one for movie theaters. 
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MOVIE THEATER(443) 
Peak Parking Spaces Occupied vs: SEA!S 

On a: SATURDAY 

PARKING GjONERATION RATES 

Average Range of Standard Number of Average Number of 
Rate Rates · Deviation Studies Seats 

0.26 0.1] ·0.42 0.11 9 !562 

DATA PLOT AND EQUATION 

1,500 
1,400 
1,300 
1,200 
1,100 
1,000 

900 
800 
700 0 

600 0 

500 
400 0 

300 
200 0 0 

100 
0 

0 1,000 2,000 3,000 

X ~ NUMBER OF SEATS 

o ACTUAL DATA POINTS - FITTED CURVE 

Fitted Curve Equation: P ~ 0.50(X) - 322.0 
R2 ~ 0.837 

Figure 9.3.1 Contimud 
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Parking demand dictates the size or' the parking facility. A substantial parcel of land 
is always required for the establishment of a parking lot or structure. To achieve better uti­
lization of a parking lot, it is preferred to develop land uses with complementary parking 
use requirements [9.11]. An office building and a movie theater complex sharing the same 
parking lot is a good example. Typically the office building causes peak parking use 
between 8 A.M. and 5 P.M. during weekdays, whereas th!' movie theater complex causes 
peak parking use between 6 P.M. and midnight during weekends. The following example 
illustrates this point. 

Example9.5 

Ajjoint development of a general purpose office building with a 200,000 ft2 gross -building area 
and a movie theater complex with 1500 seats is planned. The facilities will be served by a 
common parking lot. Estilnate the nufi!ber of st~ls required and assess whether the efficiency 
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improves with shared u-se of a· p<irk.ing· lot as opposed to separate parkin~ lots for eayh_ of the 
development~. Also, estimate efficiency as thC degree of stall utilization over 1 week. Lot uti­
lization on weekdays and Saturdays is specified in the following table (based on data in Table 
5-6 of Ref. [9.12)). 

. 

Office Cinema 

Ti'me Weekday Saturday Weekday Saturday 

5 0% 
' 

0% 0% 0% 
'6 3% 0% 0% 0% 
7 20%- 3% 0% 0% 
8 63% 10% - 0% . 0% 

9 77% 13% 0% 0% 
10 100% 13% 0% 0% 
11 100% 17% 0% 0% . 
12 90% 17% 33% 33%' 

l3 90% 13% 50% 67% 
14 i 97% 10% 50% 67% 
15 77% 7% 50% 67% 
16 77% 7% 50% 67% 

17 47% 3% 50% 67% 
18 23% 3% ... - 67% 83% 
19 7% 3% 67% 83% 
20 7% 3% 83% 100% 

21 3% 0% 83% 100% 
22 3% 0% 83% 100% 
23 0% 0% 67% 83% 
24 0% 0% 50% 67% 

Solution The parking generation equations are as follows: 

Office building (weekday): In P = 0.93ln X+ 1.253 

Moyie theaters (weekday): 

Movie theaters (weekend): 

P = 0.32X- 174.0 

P = 0.50X - 322.0 

Based on the inputs supplied, the required parking is 

Office building (weekday): 483 stalls 

Movie theaters (weekday): 306 stalls 

Movie theaters (weekend): 428 stalls 

(Fig. 9.3.1) 

([9.10), p. 60) 

(Fig. 9.3.1) 

It would be erroneous and excessive to suggest that for the shared use of the parking lot 
483 + 306 = 789 stalls ·are required in a typical weekday. Better efficiencies may be realized 
if the parking demand is assessed based on the utilization during weekdays and Saturdays. 
Columits 2 through 5 in the following table were generated by multiplying the lot utili-zation 
~by the demand for the parking estimated earlier. _Then two columns of totals are create'd, one 
for weekdays and one for Saturdays. The last column shows the maximum value for parking 
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demand in each tirne period. The value of 620 is the-desi-gn target; it should be increas-ed by 5 
to 10% to-account for the difficulty' in finding parking whfj_f~Fiarge: lot is nearly full. Thus a lot 
-size of about 650 stalls Wquld be sufficient instead of 800 stalls as initially estimated. 

Time 

5 
6 
7 
8 

9 
10 

.11 
12 

13 
14 
15 
16 

17 
18 
19 
20 

21 
22 
23 
24 

Max 

Office 

483 
Parking req_uirement 
483 306 

Cinema 

428 

Weekday Saturday ·Weekday Saturday 

0 0 0 0 
16 0 0 0 
97 16 0 0 

306 48 -o 0 

370 64 0 0 
483 64 0 0 
483 81 0 0 
435 81 102 143 

435 64 153 285 
467 48 153 285 
370 32 153 285 
370 ' 32 153 285 

225 16 153 285 
113 16 204 . 357 
32 16 204 357 
32 16 255 428 

16 0 255 428 
16 0 255 428 
0 0 204 357 
0 0 153 285 

483 81 255 428 

Total 

Weekday Saturday Max 

' 0 0 0 
16 0 16 
97 16 97 

306 48 306 

370 64 370 
483 64 483 
483 81 483 
537 223 537 

588 350 588 
620 334 620 
523 318 523 
523 318 523 

378 301 378 
317 373 373 
236 373 373 
287 444 444 

271 428 428 
271 428 428 

. 204 357 357 
153 285 285 

' 620 444 620 

Based on the -estimates of the preceding table, the increase in lot utilization can be estimated 
for (1) two separate and independent parking lots .and (2) one combined parking lot. We will 

assume that either .lot is empty during the 4 h of the day that are not shown in the table. We 
need to sum up the contents of each column in the table. By doing so, we estimate that a total 
of 4267 stall~"hours of occupancy from 0:00 to 23:00 are estimated for the parking lot of the 
office building during a weekday. The weekly parking lot utilization therefore is 

{[(4256 + 24) X 5 + (596 + 24) X 2) + 7) + 483 = 33.3% 

{[\2397 + 24) X 5 + (4209 + 24) X 2) + 7) + 428 = 28.4% 

'Jbe lot size weighted :average utilization for the two separate parking lots (911 spaces total) is 31%. 
The average utilization for the combined parking lots (620 spaces total) is 41.2%, as estimated here. 

{[(6664 + 24) X 5 + (4804 + 24) X 2) + 7) + 620 = 41.2% 

which represents a .substantial improvement of the lot .utilization .over time. In·~is way (1). a. 
substantial parcel of land was preserved: land for 620 instead of 911 stalls for separate lots, 
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500 

250 
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Time of Day 

Figure 9.3.2 Parking occupancy profiles of a parking lot shared by an office building and 
a movie theater complex: (profiles during a weekday based on the data of 
Example 9.5). 

which represents a 32% reduction iri land consumption. whereas the unused land may be land­
scaped or put in other revenue/utility-generating uses, and (2) the efficiency of land utilization 
increased from 31 to 41%. 

Figure 9.3.2 presents the accumulation plot of shared parking.lot utilization during a 
weekday for the example "illustrated previously. The lot fills quickly in the morning. The office 
parking occupancy drops around the lunch hour. At the same time patronage for the movie the­
ater starts increasing and the lot reaches its maximum utilization at 3 P.M., followed b)' a sub· 
siantial decrease in occupancy due to the departure of most workers of the office building. 
Around g. P.M.., a spike in occupancy is observed. It is caused by the theater patrons coming for 
the late show while several patrons of the evening show have' not yet departed. 

9.3.4 Parking Measl!rements and Analysis 

There are four major indices describing the parking utilization of the area or site of focus: 
occupancy, accumulation, turnover, and average duration of occupancy. Typically 85 to 
95% instead of I 00% of the available parking capacity is used in the analysis. This is 
because levels of utilization higher than 95% are hard to attain due to efficiency losses in 
turnover and circulation [9.9].lnother words, when the utilization ofthe capacity exceeds 
95%, it becomes very difficult to find an empty parking stall. The supply or capacity results 
directly from the inventory measurements. 

The four indicators are defined as follows: 

number of spaces occupied 
100 . bl total sp~ces avruia e 

Occupancy (%) =. 

Accumulation = number of vehicles parked at a given time 
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Turnover= number of vehicjes ~tilizing the same stall over a given period of time (four 
or more during an 8-h period indicates a high turnover rate) 

· · · · total vehicle hours 
Average duration = ~-~~--·-·-· .... --.. ·· '--~~ 

total number of vehicles that parked 

where t1 is the duration of parking occupancy of vehicle i. 

There are various methods of collecting the data 1that are required for the estimation 
of these four indices. Three of the most common methods are ins and outs, fixed period, and 
license plate surveys. 

According to ins and outs, all vehicles parked in the focus area are counted at the 
beginning of the survey period. Then vehicles entering and exiting the area are counted (i.e., 
lot accesses and/or streets carrying traffic into or out of the area of focus ilre monitored con­
tinuously). Another occupancy count is conducted at the end of the survey period to check 
whether measurements balance. This method can yield the overall accurnulat~()n and occu­
pancy only; turnover rates and average duration cannot be estimated. 

According to fixed-period sampling, all vehicles parked in the focus area are counted 
at the beginning of the survey period. Then the s~me area is .covered in increments of ~ to 
lh; that is, occupancy counts are conducted every~ to I h. This method may miss short.-term 
parkers and may be difficult to conduct in areas with private garages. 

License plate surveys result in the most accurate and realistic data because essentially 
every parking stall is monitored at fixed intervals (the shorter the intervals are, the higher 
the accuracy is; i.e., avoid missi.ng short-term parkers). This method is very labor-intensive 
and it entails certain liability problems (i.e., close monitoring of private property by copying 
vehicle license numbers). This can be partly alleviated by omitting the first or last digit of 
the license plate. 

A license plate survey is. conducted as follows: Every surveyor is assigned to specific 
parldng stalls (i.e., the floor of a parking structure or a stretch of roadway with curb 
parldng). For each parking stall there is a corresponding box on the survey form. Both stan­
dardized and project-specific forms are used. Typically every 30 min the surveyor walks 
along his or her inspection area marking the license number of each vehicle parked in the 
Corresponding box on the form. For the next 30 min the same is repeated on another row of 
the form. Usually symbols are defined for denoting empty stalls as well as stalls occupied 
by the same vehicles as in the previous 30 min. At the end of the survey period the data are 
manually consolidated for each stall and input to the computer (i.e., spreadsheet software) 
for analysis. 

Table 9.3.1 presents actual license plate survey data, encoding and analysis. The 50-
stall parking lot contains 2 handicapped stalls, 20 permit-holder-only stalls, and~28 visitor 
stalls. A license plate survey every 15 min resulted in the left side of the table listing all of 
the partial license plate numbers of vehicles in stalls. License numbers in bold correspond 
to occupancy by a vehicle other than t\le one in the previous survey period. The occupancy 
of each stall is encoded as a series of 0 and I in the right side of the table. Shading is used 
to denote the difference of parked vehicles between consecutive periods. This helps to fill 
in the turnover column correctly; it shows how many different vehicles utilized each spe­
cific stalL 
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Source: University ofHawaii,. CEA62: Traffic Engineering, Parking Study, Spring 1999; Liza Garcia's data. 
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The bottom part of Table 9.3.1 presents the summary of measurements and the deri­
. vation of three of the four standard factors: accumulation, occupancy, and turnover, for the 
entire lot, and separately for the visjtorand permit-only parts. The permit-only part shows 
the typical reduction in occupancy due to lu!'ch hour departures and the return to nearofu]] 
occupancy by 1:00 P.M. As .expected, the visitor stalls exhibit a higher turnover than the 
permit-only stalls (the difference should be higher over an 8-h span.) If one assumes that the 
visitor stall turnover is typical and extrapolates for 8 h (extrapolation is not a recommended 
practice), then the turnover is estimated as 1 + 0.5 X 8 = 5 vehicles, which is quite high. 

The average duration is estimated to be 37.6, 38.9, and 36.8 min for the total, permit­
only and visitor stalls, respectively. Sj>ecifically, summing up the turnover column yields 
that 69 different vehicles were parked during the period of observations. The accumulation 
for each period multiplied by the sample interval (15 min) gives the vehicle hours of occu­
pancy for the parking area. Then [44 + 45 + 39 + 43) X 15 .;.. 69 = 37.6 min is the 
estimate for average duration. At this point all four parkin.g factors have been estimated. 

9.3.5 Design, Operation, and Other Considerations 

Extensive information on parking lot and structure designs is presented in various manuals 
and textbooks [9.13, 9.14]. Figure 9.3.3 illustrates a basic lot or deck design. Several prin­
ciples of design are discussed next. 

Parallel on-street parking is preferred to angled parking for reasons of safety. When 
parked at an angle, backing into traffic may be dangerous due to poor visibility. In addition, 
the width of one traffic lane may not be sufficient for maneuvering out of the parking stall. 

Angling stalls at 60° result in the most efficient utilization of space in lots and decks 
although other angles may provide a larger number of stalls for specific lot footprints. 
Unutilized comers should be landscaped or designated for motorbike or bicycle parking. 

Due to the continuous downsizing of automobiles (particularly of those designed for 
urban commuting), a large number of "tighter'' stalls with the designation "compact" should 
be supplied. This increases the overall parking capacity as well as the land-use efficiency. 

It is often possible to design a simple parking lot by following standardized design 
modules that are different for large and small cars and for each angle of parking, typically 
from45 to 90° in increments of 5'. Figure 9.3.4 presents the dimensions of typical modules 
(in ft, where applicable). Explanations as well as values for a 60° design are given next. 

Magnitude 

Dimension -8mall car Large car Explanation 

a 60' 60' Parking angle 
1.42 1.67 Interlock reduction 

0 1.75 2.58 Overhang 
SL 16.00 16.00 Stall length 
w, iff 

29.67 35.50 Wall~to~wall width, single-loaded aisle 
w, 46.00 55.00 WallMto-wall width, double-loaded aisle 
w, 44.58 53.33 Wall-to-interlock width, -double-loaded aisle 
w, 43.17 51.67 Interlock-to-interlock width, double-loaded aisle 
w, 42.50 49.08 ,<;:urb-to-curb width, double-loaded aisle 
AW 13.33 16,00 Aisle width 
VP 16.33 19.50 'Vehicle projection 

Source: Ref. -[9.21]. 
(Reprinted with permission from The Dimensions of Parking, 3/e, ©1993 Urban Land Institute, 
Washingron, D.C., USA.) -
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Figure 9.3.3 Parking lot layout (approximate scale). 
l, Access gates; 2, vehicle presence detector to open gate; 3, vehicle departure detector to close 'gate; 
4, transition from roadway to pavement; 5, internal circulation directions; 6, dedicated handicapped parking 
stalls; 7, space provisions for bicycles and motorbikes; 8, lighting; 9, curb; 10, street. 

Special attention should he paid to parking for handicapped persons. Local ordi­
nances may require a specific number or percentage of stalls designated for use by handi­
capped drivers. These stalls should be .located the closest to the facility access points and 
clearly noted. for the exclusive use by handicapped 'drivers. The handicapped parking stall 
requirements mandated by the Americans with Disabilities Act (ADA) may be summarized 
as follows: 

Parking facility size (stalls) 

Up to 100 
101 to 200 
201 to 500 
501 to 1000 
1001 and over 

Handicapped stall requirement 

1 for each 25~stall increment 
4 plus 1 for each 50-stall increment over 100 
6 plus 1 for each lOO~stall increment over 200 
2% of stalls 
20 plus 1 for each 100-stall increment 

For example, the 650"stall parking lot of Example 9.5 would require 13 designated 
handicapped stalls. The typical handicapped stall is arranged perpendicularly to the curb; it 
has a width of 8 ft and a clearance of 5 ft on both sides. 
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w, w, w, w, lAW 

Figure 9.3.4 'I)rpical dimensions for parking la'yout design. 
(Reprinted witlrpennission from The Dimensions of Parking, 3/e, ©1993 
Urban Land Institute, Washington, D.C., USA.) 
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Security in parking lots is important for both drivers and passengers and for vehicles. 
At a minimum, proper illumination should be supplied, while fencing, retractable gates, and 
security personnel are additional options of security, depending on the form and the size of 
the lot, the crime risk at the area, and the hours of operation. Often in hospitals and cam­
puses escort services are offered instead of or in addition to parking security: 

There are many options in collecting parking fees: manual or electronic (digital) 
parking meters, collection boxes, coin/token collectors, authorization cards, time-stamped 
cards, collector (manual or automatic) at the exit, and permits (visually displayed or elec­
tronic: signal transmitted to sensor). 

· Automated parking with compu!f'r-controlled robotic dollies, which automatically park 
and retrieve automobiles, eliminates ramps at multistoried parking structures as well as valet 
parking operators. For the same capacity smaller structures are required-which are easier to 
design to look like .an ordinaty office building, while noise, fumes, internal congestion, acci­
dents, and security problems are almost completely eliminated. Backup computers and elec­
tricity generators are essential for reliable operation. Systems with ability to process up to 240 
automobiles in 1 h are currently in operation in the United States and elsewhere [9 .15). . . . 

9.4 SUMMARY 

This chapter presented practical applications of traffic engineering studies. Traffic impact 
studies are essentially small-scale (localized) planning studies where the impacts of a pro­

. nosed development on the existing roadway network are assessed m1d evaluated. The results 
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- _Of_ traffic impact studies permit a site to be developed as proposed, or after certain ·modifi­
cations to- the site per se and/or the S'4-ITounding roadway network and traffic controls. 
Large-scale traffic ·analyses, including urban signaliZed intersection networks, are coil­

. ducted with powerful traffic simulation and planning packages. 
Parking studies analyze parking, which is an indispensable component of urban 

transportation. Parking studie~ are either site-specific o.r area-specific. In a typical parking 
study the demand for parking is assessed, the present conditions are evaluated, and strate­
gies for alleviating parking problems are suggested. Principles of parking design were also 
discussed. 

EXERCISES 

1~ Consider a proposed offlce park with 3250 people employed in it. Estimate the morning and 
evening floWs of vehicle-trips for a weekday and sketch the flows at the single access point 
of the site, which is at a midblock location. The site ls located along an east-west road, and 
3()% of the site-generated traffic comes from (or is destined to) east. Identify high flow 
movements and potential operation deficiencies. The following trip-generation models apply: 
T = 1/(1.97/X ~ 0.000053) with 92% enter and S% exit (A.M.), and In T = 0.75\n X+ 0.87 
with 15% enter and '85"% exit (P.M.) 

2. Based on Exercise 1. estimate three modal split a.<;signment scenarios. Scenario 1: I 00% auto. 
Scenario 2:70% auto, 20% carpooling witQ average occupancy 2.2 persons per car and 10% bus 
trap.sit (one bus every 10 min enters site ff()rn each direction). Scenario 3: 40% auto, 25% car­
pooling with average occupancy 2.2 persoiis per car, 10% bus transit (one bus every 10 min enters 
site from each direction), and 25% rail transit, which stops near. the site '(walk access). Estimate 
the vehicle-trips for each scenario as· well as the reduction from scenariO 1, Is the reduction sig­
~ificant? Sketch A.M. volutaes at the access point for all scenarios. 

3. The site in Fig. E9.3 is expected to generate 2480 trips of whlch 90% wiUbe from zc,nes 1 through 
9. Estimate the flows from each zone to the site. Assume that the rate Df attraction is inversely 
proportional to the square of the distance between the site and each zone centroid. 

\ 
2 3 

Average 
Zone Population distance 

1 1300 10 
2 3000 7 

4 5 6 3 7000 9 
4 800 6 
5 3000 3 
6 5500 6 
7 500 10 
8 1800 6 
9 4400 10 7 " 8 9 

FigureE9.3 
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4. _,consider Exercise 3 and assUme that the rate of attraction is inversely pwport.ional to the square 
root -of the di-stanc.e between the site and each zone centroid. Do flows .change, and how much? ---- · 
What is· the underlying.differe·rice iu people 's· behavior, which in·one case suggests that the square 
·of·the distance 'Should be'u.sed (Exerdse 3 ), whereas in the-other case the square r:oot-ofthe dis­

tance should he used? 

S~ Figure E9.5 presents the proposed lay<?ut of a site and the expected flows of traffic. Identify prob­
lematic spots at the access point of the site and in the internal circulation. Then design an 
improved layout that corrects most of the pr.oblems. (N.ote: Numbers on the drawing represent 

traffic volumes, unless noted otherwise.) 

------------------------

llane 70 
1600 11ane 400 --, ----------\----------

t 1::': llO · 

STOP 

Landscaping Landscaping 
Site 
bpundafiCs ~-

---------"' ~ L'o:c" =-----------.. 
250 450 - ~ 3 I lane . , 

----------~~-------
/ 12(} :.::q~ . .. !lane " 

1 o~3o \ 

i ~-~ 
I I 
I Parking structure 1 

I I 
I I 
I I 
I dOLSI I 
I 120 ---J ~ I 
'--------- ~-=-1220 30- _£(}_-- -/ 

o- 60 

NOTES: 1) Buildings not to scale, 2) AM. peak flows; reverse flows at P.M. peak 

Figure E9.5 

6. A proposed movie theater is expected to generate 250 new trips during the evening rush hour (80% 
.enter and 20% exit). The consultant and the municipality have agreed to distribute the trips empir· 
ically. To accomplish this, vehicle counts were taken at a nearby supermarket and an intersection 

during the evening rush hour. Figure E9.6 shows these counts. Estimate the site·generated number 
of vehicle-trips by direction and movement at the site access point and at intersection I. 
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7. Based1on the data ofExample9.4, assign 1500 vehicles to links A, B, and C using (1) the FHWA 
tnethod, (2) the incremental method with five 'equal increments, and (3) the incremental method 
with five diminishing incremen~ of 40,.25, 18, 12, and 5%. 

8. Based oli.the dataofEx~ple 9.4; assig~ '!500 vehicles to Unks A, B, and C using(!) the incre­
. mental method with eight diminishing increments of 30, 20, 15, 10, !0, 5, 5, and 5% and (2) the 

incremental methOd,with eight diminishing increments of 30, 22, 16, 12, 8, 6, 4, and 2%. Sum­
marize the lessons learned from this and the previous exercise. 

FigureE9.6 

Traffic counts 
at supermarket 

From east, IN 57 
From west, IN 49 
OUT, eastbound . 51 
OUT, westbound 55 

9. A d~velOper plans to install a large mOvie theater comp1e~ with approximately 3000 seats. 
The developer's site is next to a large office building that has a parking structure attached· to 
it. The developer's site has no room for parking and he is considering whether to accept the 
offer of the office building management to provide him with up to 300 stalls of parking on­
weekdays and up to 1500-stalls of parking during weekends for a cost of $4.00 per stall (Val­
idated parking to be absorbed by the developer) or to lease part of an ·adjacent parcel of 
vacant land at $2.50 per square foot per annum. Approximately 1/3 of the theater's sitting 
capacity is expected to be utilized during weekdays (100% during weekends) arid 250 ft2 is 
needed for each parking stall (inclUdes parking space, access, and space for maneuvering). 
Round parking demand estimates upward to the closest hundred increment. Which option 
should he choose? 

10. Design an open parking lot with space for 120 passenger cars. Use a square lot layout and place 
the access point in the middle of one of its sides. Angle stalls by 60° and use- 9 X 19-ft stall size 
anc~ 20-ft~wide aisles for access and maneuve:ring. 

11. The following table ptesents a sample of parking observations of 15 curb stalls. Estimate the 
occupancy, accumulation, turnover, and average duration f?r this sample of parking stalls. 

2 3 4 5 6 7 8 9 10 11 12 13 14 

9:00 y y ·N y N N 
' 

N .. y y N N y y y 
9:30 Y* N y Y· y y y N y y y N Y* y 

10:00 y y Y* y Y* y N y Y' y y y y N 
10:30 N Y* N Y* y Y' y y Y* N y y Y' y 
11:00 N Y' y y y y y y Y' y Y' Y' N Y' 
11:30 y y y N N Y' Y* Y' N Y* N y y y 
12:00 y N N N y N N N N y N N N y 

Y, stall-occupied; N, stall erri:pty; *occupancy by a different vehicle from that in the preceding time 
period. 

15 

'N 
y 
y 

Y' 
Y* 
N 
y 
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. 12. [Class Proj'ect] On the map shown in Fjg. E9'.12 a site win be developed as ail Office park with a 
gross leasabfe -area_ (x) of 418.25 thoUsand square fbet.. (;Onduct a traffic impact study and a 
pilrki·ng study fOr this site. The time points to be consideTe(f are (1) the present time, (2} th~ time 
when _tlle developmerit beComes JllUy ope'J.l!tionai (3 years from the ·present time; 3% annual 
growth·.of backgr'Otmd traffic), and (3) a truiet year set at} years from the time when the devel­

opment becomes operational (1.5% annual ~mvth of b-ackgrom1d traffic). 

40% 

30% 50% 

I, 

5% 10% 

Figure E9.12 

The trip-generation equations are 

A.M. peak-hour trips (T): 

P.~ .. peak-hour trips (T): 

ln (T) ~ 0.8ln (x) + 2 

with 90% enter and 10% exit 

ln (T) ~ 0.9ln (x) + l 

with 15% enter and 85% exit 

It is likely that signalized control should be placed at the site--access point. This Tinter­
section along with intersections / 1 and h must-be analyzed for 1 h in lhe A.M. and P.M.·weekday 
peak period. New signal timings should be estimated and up to one additional lane per approach 
may be placed if the approach LOS is worse than C. Estimates of through traffic _at the access 
point should result from the volumes of intersection / 2• All three intersectio~s must operate under 
compatible cycle lengths so that arterial progression is maintained. 

The expected modal splits are as follows: 

Opening time (t + 3): 

Target time (I + 10): 

80% drive alone, 20% car pool (occupancy 2.4) 

60% drive alone, 30% car pool (occupancy 2.0) 

10% use rail transit 

In t+3 and t+ 10 distribute volumes per lane so that flow ratios are approximately equal. 

These model splits should be used irt bOth the traffic impact and the parking study. Figure 
E9.12 includes the expected .distributiori_df tqilfic. Existing·conditions of intersectiOO.s / 1· and / 2 

are shown in Fig. E9.13. · 
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10 
Air Quality, Noise, and 

Energy Impacts 

. 10.1 INTRODUCTION 

The main objective of the travel-demand-forecasting models examined in Chapters 8 and 9 
is to estimate the impacts of transportation systems that are directly related to travel. These 
impacts include the amount of trip making, the geographical distribution and orientation of 
trips, the utilization of the available and proposed modes of travel, and the consequences of 
these travel choices on the loading of the transportation network in terms of link flows and 
of the impedances (e.g., travel times) experienced by the users of the system. 

Up to the 1960s transportation decisions in. the public sector were generally based on 
the assessment of the capital and operating costs of transportation facilities vis-a-vis the 
expected direct improvements in the leVels of service and travel times experienced by the 
user .. The explicit consideration of indirect and nonuser impacts was generally confined to 
practical coSt-related items such as the appropriate or just compensation of individualS and 
businesses for right-of-way acquisition and relocation. · 

As described in Chapter 7, the civil rights and the environmental movements of the 
1960s contributed to the evolution of an altered perspective. Civil rights concerns affected 
the understanding of the role of transportation by addressing issues relating to the rights to 
mobility atid accessibility to employment and other opportunities on the part of various 

. societal subgroups. The ~nvironmental movement resulted in an increasing awareness 
about many indirect socioeconomic and environmental effects of transportation decisions 
(see Appendix A). 

In this chapter we address three of the many transportation-related impacts that have 
become an integral part of contemporary transportation planning and decision making. 
These are air quality, noise generation, and energy consumption. For each of these impacts 
a brief historical note is presented, several mitigation strategies are described, a~d simple 
models for estimating the impact are illustrated. These models are simpMtic and in some 

498 
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cases based on outdated data_ They are included in this chapter to help the reader develop 
a "feel" of how various factots affect the environmental impacts Covered. Contemporary 
pi:actice. involves. jhe use of sophiSticated computer. software, the intricacies of which are 
beyond the scope of an introductory transportation textbook 

10.2 AIR POLLUTION 

10.2.1 Background 

The release of air pollutants in the atmosphere is a concomitant result of human activities. 
In some instances naturally produced air pollutants outweigh man-made pollution, but the 
latter tends to be concentrated in urbanized areas where people live and work, The problem 
of air pollution is not new. In early fourteenth-century London the smoke and odor conse­
quences of coal burning became such a public nuisance that several commissions were 
appointed to combat !bern, In his book on the subject of air pollution Perkins [ m I) quotes 
the following declaration by King Edward I: 

Be it known to all within the sOund of my voice, whosoever shall be found guilty of 
burning coal shall suffer the loss of his head. 

More recently conneCtions between_ .air pollution and respiratory disease have been 
demonstrated and detrimental environmental effects on tbe global scale have been dis­
cerned_ Several localized pollution episodes have resulted in documented deaths and high­
lighted the severity of tbe problem_ A December 1948 episode in Donora, PA, and a 
December 1956 episode in London are most notable,. 

The first major law enacted by the US_ Congress in relation to air pollution was the 
1955 Air Pollution Act, which provided federal support for research into the subject The 
Clean Air Act of 1963 recognized tbe contribution of "urbanization, industrial develop­
ment, and increasing use of motor vehicles" to the problem and encouraged automobile 
manufacturers to address it Two years later the 1965 Motor Vehicle Air Pollution Control 
Act provided for tbe establishment of vehicle-emission standards and opened the way to a 
series of amendments that led to tbe Air Quality Act of 1970, which provided for national 
.ambient air quality standards, for a reduction of vehicle emissions of several pollutants by 
90% of their 1970 levels, and for state implementation plans to conform to these provi­
sions, The 1970 Federal-Aid Highway Act explicillfrequired that highway planning must 
be consistent with implementation plans to attain and maintain established regional 
ambient air quality standards_ This requirement resulted in an accelerated level of activity 
regarding the monitoring and modeling of tbe air quality impacts of transportation systems 
and in the integration of air quality considerations into the transportation planning process. 
The subsequent legislative history of the issue has been, to say the least, tumultuous_ Nev­
ertheless, the pro!Jiem has come to tbe forefront and has claimed a special place in the 
planning, design, and implementation of transportatipn projects_ The 1990 amendments to 
tbe Clean Air Act imposed more stringent requirements on geographical areas !bat did not 
comply witb tightened pollution standards, These places were designated as nonatiain­
.rnent areas, Table 10-2, I presents the national air quality standards issued by the Environ­
mental Protection Agency (EPA) in 1997 _ . The ozone 1-h standard applied only to 
nonattainment areas in 1997 as a transitional standard to tbe 8-h leveL Parenthetical values 
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TABLE 10.2.1 1999 Nati'onal Air·Q~Bllty Standards 

Polltitant . 

· Carbon ml?noxide (CO) 
8-h average 
1-h average 

Nitrogen dioxide (N02) 

Annual arithfnetic rrtean 
Ozone (OJ) 

1-h averagea 
8-h average 

Lead (Pb) 
Quarterly average 

Particulate< 10 micrometers {PM-10) 
Annual arithmetic mean 
24¥h average 

Particulate < 2.5 micrometers (PM-2.5) 
Annual arithmetic mean 
24-h average 

Sulfur 'dioxide (501) 

Annual arithmetic mean 
24-h average 
3-h average 

Standard value 

9 ppm 
35·ppm 

0.053 ppm 

0.12 ppm. 
0.08 ppm 

0.03ppm 
•0.14 ppm 
0.50 ppm 

(10 mg!m3)b 

(40 mg/m3)b 

(235 ,.glm')' 
(157 p..g/m3)b 

50!-Lg/m-3 

150 j.J.g/m3 

(80 ~>og/m3)' 
(365 ~g/m3)b 

·(1300 1J.'glm3)b 

Standard type 

Primary 
Primary 

Primary & secondary 

Primary & secondary 

Primary ~ secondary 

Primary & secondary 

Primary & secondary 
Primary & secondary 

Primary & secondary 

Primary & secondary 

Primary 
Primary 
Secondary 

"The ozone 1 ~h standard. applied only to nOnattainment areas in 1997 as a transitional standard to the 8-h 
leveL -

bParenthetical values are approximate equivalent concentrations. 

Source: Environmental Protection Agency [10.]. 

are approximate equivalent concentrations. Primary standards are requifed to protect 
public health, including the physiological response of children, the elderly, and people suf­
fering from asthma and other respiratory diseases. Secondary standards are intended to 
protect the public welfare, including annoyance, loss of visibility, and damage to crops and 
livestock. 

10.2,2 Problem Dimensions 

The ·combustion of transportation fuels releases several contaminants into the atmosphere, 
including carbon monoxide, hydrocarbons, oxides of nitrogen, and lead and other particu­
late matter. Hydrocarbons, of which more than 200 have been detected in exhaust emis­
sions, are the result of the incomplete combustion of fuel. Particulates are minute solid or 
liquid particles that are suspended in the atmosphere; they include aerosols, smoke, and 
dust particles. Photochemical smog is the result of complex chemical reactions of oxides of 
nitrogen and hydrocarbons in the presence of sunlight. 

Once emitted. into ""the atmosphere, air pollutants undergo mixing or diffusion, the 
degree of which depends on topographic, climatic, and meteorological conditions. These, 
include wind speed and direction, and atmospheric stability. 

The assessment of the air pollution effects of transportation may be, undertaken at 
three levels: microscale analysis in the immediate vicinity of a transportation facility such 
as a highway, mesoscale analysis in areas that are somewhat removed from the facility, 
which includes the contribution of other mobile and stationary sources of pollution, and 
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macroscale analysis, extending from the regional to the. global levels, A:vaHabk air pollu­
- tion·eS-timation models range..from simPle models that prov,ide.-r.ough:estimates,o~-emission 

. levelS to very comple~ numerical-models -tpat tra~e-the.diffusion,of pollutants in,space and 
time and also simulate the chemic.3:i processes that follOw.. . 

10.2.3 Emission·Levels. 

Vehicular emissions of air :Pollutants 'are usually measured· in· grams- per vehicle-mile of 
travel and are related to several factors, including vehicle type and age, ambient tempera­
ture, and altitude. The operating cycle, which consists of starts and stops, speed changes, 
and idling time, is-also an important factor. A disproportionate fraction of ~arbon monoxide 
and hydrocarbons are emitted during cold starts of the engine. 

The general relationships between speed and emissions are illustrated by Fig. I 0.2.1. 
Carbon monoxide emissions generally decrease with speed, partly due to the aiHo-fuel 
ratio supplied to the engine at different speeds. Up to about 30 to 40 milh a similar rela­
tionship occurs in the case of hydrocarbons, but a mild increase in emissions.is seen there­
after. The emission of nitrogen oxides exhibits a different pattern; that is, it generally 
increases with speed. 

A number of emission models utilizing these factors have been developed and many 
traffic simulation models (see Chapter 15) have been supplemented by. emission-estimating 
subroutines. The EPA has developed.MOBILE [10.2] a computer program that estimates 
the emissions resulting from various combinations of traffic flows, vehicle mixes, and other 
factors. The model's most common version is MOBILE5a. It was released in 1993. 
MOBILE6 became available in the late 1990s. The latest version attempts to account for 
the separation of start and running exhaust emissions, roadway facility type, average traffic 
speeds, and so on. Additional important features (and modeling issues) shared by current 
models include the following: 

• Technology shares. Emissions from highway vehicles are estimated on a fleetwide 
basis using information on the share of each model year's fleet that use different tech­
nologies (e.g., fuel delivery. systems, catalytic. converter type). 

• Aging and the corresponding· increa."ie in emissions over time as vehicles accumulate 
1 

mileage and components, includ.ing emission control components, age, and deterioration 
Advanced engine management and diagnostics such as the introduction of second­
generation 'on board diagnostic. systems (OBD-II) to the light duty fleet introduces 
complications to the modeling of aging. 

co HC NO, 

Speed Speed Speed 

FigUreJ0.2:t: General relationship between speed and emissions. 
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• Rff.ects .of specific fuel content such as sulfur and oxygenates 

·• The eStimation of emissions from heaVy duty vehicles is corhplicated because' their 
engines are regulated on a m:ass/work basis (grams .per hrake horsepowerchour), 
where~s emiSsion -arraiysis general~-y requires 'emissions ·on a mass/activi'ty has"is '(i.e., 
grams per ·mi'le ), which necessitateS ·the use -of,complex -conver-sion factors . 

... Information bn the total numbers of vehic'les by vehicle type, the registration distri­
butions by the age of each vehic1e type, and the annual mileage accurnulafion rates 
by the age of. eaCh vehicle type are required to model emission factors for the entire 
in-use fleet of highway vehicles. Modelers should be able to use local· instead of 
.national da\a. 

• Non exhaust, or evaporative, emissions and leaks 

'The California Air-Resources ·Board tCARB) -estimates on-road motor vehicle ·emis­
sions with a package of models called the Motor Vehicle Emission Inventory (MYEl) 
models. The three main computer models that fom1 the MYEl are CALlMFAC, WEIGHT, 
and EMFAC. The CALIMFAC model produces base emission Tates for each model year 
When a ·vehicle is"new and as it accumulates mileage and the ·emission controlS deteriorate. 
The WEIGHT model calculates the relative weighting each model year should be given in 
the·total inventory, and each model year's accumulated mileage. The EMFAC model uses 
these pieces of information, along with the ·correction facto~s and other data, to produce 
fleet composite emission factors. The software and -its documentation are free and available 
from download. 

CALINE, developed by the CaliforniaDepartment of Transportation (CALTRANS), 
is a di,spersi9n model for predicting air pollutant ·level-s -near highways and arterial streets. 
The program computes the effect on air quality, measured -at several locations (the max­

imum number of locations is 20 for CALINE3) of a roadway situated on a relatively flat 
terrain. It is based on the Gaussian plume approximation, but it can also account for depo­
Sition and sedimentation in order to compute ·the concentration of particulate matter. 

·CALINE3 was developed in the late 1970s and is available from NTIS. The CALINE4 
model is available from CALTRANS. 

A simple model for carbcn monoxide based on MOBILE has been proposed by Raus 
[10:3]. This model uses several nomographs that are based on a typical 1980 vehicle mix for 
various altitudes and ambient temperatures and is included here for illustrative purposes. The 
family of curves corresponding to altitudes up to 4000 ft above sea level is shown in Fig. I 0.2.2. 

·Example 10.1 

, According to a traffic forecast, a proposed4~mi highway is expected to carry 3500 veh!h during 
the 2-h peak period of the day at an average travel time of 16 min. Apply the Raus model to 
estimate the total peak-hour emissions of carbon monoxide on the highway for the tY,pical 
autumn day (600F). f!t 

Solution The total number of vehicle-miles travelecl:.during the typical peak period is 

(3500 vehlh)(2 hlpeak)(4 mi) ~ 28,000 veh-milpeak period 

The estimated average speed is -15 milh, and.- according. to Fig. 10.2.2, the emisSion rate corre­
sponding to this speed is 78 g!veh-mi. As a result, the total emissions of carbon 1,110noxide are 
estimated to be 2,184,000 g, or 4811lb, per. peak period. 
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1.0:2.4 Air Pollution Dispersio·n 

While the emission. level is _.an .important measure :of the air pollution impact of various 
sou~.ces, it is the Concentration of poflutants ·in the atmosphere that defines the levels and times 
-of expOsure. Following the emis-sion of pollutant&, !hspersion and chemical oxidation take 
place in the .atmosphere.. The dis_persion of .a :po:Uutant is .affected by the -strength of the source 
.and topographic and meteorological.condition:s. The topography of the ten:ain in the vicinity 
,of the source-of pollution .affects, .among other items, :the w.ind -profi1e·near the .ground and the 
,generation of turbulence in the form of,eddies. Special .conditions Telated to highway facili­
ties .also affect the dispersal of highway-generated pollution. For example, the EPA HIWAY 
model [lOA] .analyzes 11t-gmde and depressed .highway< differently to estimate the concen­
trations .of nonreactive pollutants from highway traffic at various .downwind locations.- Also, 
-.air _pollutants released on roadways pa-s-sing through den-sely developed urban areas tend to be 
.trapped in the street canyons thatarefon:ned by mws of buildings at both sides of the roadway. 

One ,oftbe most .important meteorological .conditions that .affect the mixing of pol­
lutants ·is the temperature lapse rate, whi:ch .is .defined.as the rate of change of temperature 
with altitude. This rate is usually referenced to the adiabatic lapse rate of -5.4 'Fper 1000 ft, 
which corresponds to an, atmosphere that is characterized -by ·neutral stability, that is~ a sit­
uation where.air;particles tend to maintain thei-Lpositions. When .the-temperature drops at 
.a faster rat~ than the adiabatic (i.e., .at :a superadiabatic lapse rate), the atmosphere is 
·unstable and vigorous mixing takes place. ,Q.n the pther -side of the adiabat-ic lapse rate sub­
adiabatic lapse rates tend to inhibit mixing .. ,iilue'to various meteorological combinations, 

- sometimes certain layers in the atmosphere experience an increase of temperature ·with .. 
altitude. This is known as a temperature inversion and _is critical especially when it occurs 
in .a layer close to the ground because pollutants .are trapped within this layer. The mixing 
height is the height of the atmospheric layer within which mixing occurs. This height 
varies from locality to locality and alS·o·exhibits .daily and seasonal vari'Jtion. The degree 
of mixing is a function of the atmospheric stability of this layer. Typically the atmosphere 
.near the earth's surface becomes unstable in'the:morning, allowing for energetic mixing 
within the mixing layer, which attains its maximum height in the afternoon [ 1 0.4}. 

One of the simplest mathematical models of air pollution diffusion is the box model, 
which is described in the next subsection. More-sophistiCated models employing numerical 
integration of complex Gaussian equations and the modeling of chemical processes. require 
·the use of computer algofithms. 

10.2.5 The Box Model 

The box model may be used to approximate ·the concentration of air pollution within an 
atmospheric volume clefined by a rectangular area and extending to the altitude of_~he 
mixing height H, as shown in Fig. !0.2.3. Pollutants emitted into the box at a constant rate 
E in pollutant weight per unit time are assumed.to be mixed instantaneously with the air 
volume of the box. Clean air is assumed to enter the box at a speed U, and air containing 
the same concentration as the interior of the box is assumed to exit from the opposite side. 
The concentration C(t) at any timet inside the box is expressed in pollutant weight per unit 
volume. Eased on these assumptions, the following balance equation applies: 

(de) E ~ FC = V -dt (!0.2.1) 
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.. Exiting polluted air 
at concentration C 

Equation 10.2.1 expresses the rate of change of pollution inside the box as the difference 
between the amount of pollution entering the box (E) and the amount of pollution exiting 
the box(FC). 

Example 10.2 

Solve Eq. 10.2.1 for concentration as a-function of time assuming that the air within the box is 
initially clean (i.e., C0 = 0) and that.U, E, and if. are constant. 

Solution Rewrite Eq. 10.2.1 as 

dC F E 
-+-C=-­
dt v v 

Equation ,10.2.2 is a first-order linear differential equation of the form 

dy 
dx + p(x)y = g(x) 

which can be solved. by multiplying both sides by the integrating factof 

f(x) = e)pix)"" 

(10.2.2) 

(10.2.3) 

(10.2.4) 

thus rendering the left-hand side into the exact differential ofthe product yf(x). In this case the 
integrating factor is 

f (t) = elfiVI' (10.2.5) 
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---~------------------------~ 

Figure 10.2.4 Pollutant concentration as a 
Time function of time. 

Hence 

d E 
~ (CeiF/VJI) = --eiFIV)t 
dt . v 

. Integrating with respect to t gives us 

VE 
ce·iF!VJr = _ e(FIVJ! + K 

FV 

or 

(10.2.6) 

where K is the constant of integration, which can be evaluated at the initial condition C(O) ::::::: 0 to be 

E 
K= --

F 

As a result, the solution to Eq. 10.2.1 becomes. 

E c-= -[1 _ e-lFIVJt] 
F . 

(10.2.7) 

which is plotted in Fig. 10.2.4. Thus, under the simplifying assumptions of this model, the pol­
lution concentration of the interior of the box tends toward a steady-state level of ElF. 

More complex computer-based emission, dispersion, and chemical models are avail­
able. Many of these models provide linkages to the travel demand forecasting models cov­
ered in Chapter 8 to heiJ# estimate the air quality impacts of regional land-use and 
transportation actions (e.g., Ref. [10.5]). 

10,3 NOISE GENERATION 

10.3.1 Background 

Sound is acoustical energy released into the atmosphere by vibrating or moving bodies. 
Therefore sound is amenable to objective scientific measurement and investigation. On the 
other hand noise is undesirable or unwanted sound and as such it is cloaked with a certain 



Part 3 Transportation Impacts 507 

degree of subjectivity. Ext'ended exposure to excessive sound has been shown to produce 
physical and psychological damage. Because of its annoyance and disturbance implications, 
noise adds to mentalstress and hence affects !he general well-being of those who are exposed 
to it. Undoubtedly noise has alwayS been a major source of friction between individuals. 
· Transportation operations afe major contributors to noise in the modem urban envi­
ronmenL NOise is generated by the engine and exhaust systems of vehicles, aerodynamic 
friction, and the interaction between the vehicle and its support system (e.g., tire-pavement 
and wheel-rail interactions) [10.6). Because noise diminishes with distance from the 
source, the most serious transpoftation-related noise problems are confined to transporta­
tion cortidors (e.g., highway and railway corridors and aircraft flight paths) and at major 
transportation hubs (e.g., airports and transit terminals). 

Seiff [10.7]reports that in 1970 the Bureau of Motor Cartier Safety issued rules 
relating to noise levels in the interior of commercial vehicles based on the belief that the 
safety of these operations would be compromised by the resulting driver fatigue and hearing 
problems. About the same time various states and local communities began .to establish 
community noise regulations, including motor-vehicle noise standards. The passage of the 
Noise Control Act of 1972 at the federal level marked the recognition of the problem as a 
major detriment to urban living of nationwide proportions. Pursuant to the provisions of this 
act, the FHWA issued the 1973 Policy and Procedure Memorandum [10.8], which promul­
gated noise standards for various types of land use and stated that the FHWA: 

... encourages the application of the noise standards at the earliest appropriate stage in 
the project development process. 

Table 10.3.1 presents the noise standards issued by the FHWA in 1973 for several cat­
egories efland use, which have remained in effect into the late 1990s. Thus concern about the 
noise impacts of transportation vehicles and facilities officially entered the calculus of trans­
portation design, planning, and implementation. For requirements on undeveloped lands, the 
table refers to other sections of the Policy and Procedure Memorandum, PPM [10.8]. 

10.3.2 Noise Measurement 

The quantity of energy or the intensity of a single sound is usually measured on a relative 
logarithmic scale that employs a unit called a bel (B) or in terms of its subdivision, the 
decibel (dB). A bel represents a tenfold increase in energy and is measured in relation to a 
reference intensity [0 , which is usually taken at the threshold of human hearing. The inten­
sity I of a sound corresponding to L bels is 

[ = !OLio (10.3.)) 

Solving for L yields 
. ~· .It 

L = log 10 (t) B (10.3.2) 

At the threshold of hearing I = I0 and the noise level Lis equal to zero. When Lis about 14, 
the sound pecomes painful to the human ear.· 

For l\iner scaling the bel is divided into tO dB, and Eq. 10.3.2 becomes 

L = 10 log10 (D dB · (10.3.3) 
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TABLE 10.3.1 FHWA NOISE STANDARDS 

(a) Design noise level/land-use relati~mships 

, . Larid-use 
category 

A 

B 

c 

D 

E' 

a see part (b). 

Design noi~e 
leVel, Lw, 

60dBA 
(exterior) 

70dBA 
(exterior) 

75dBA 
(exterior) 

55 dB a 
(interior) 

Description of land-use category 

Tracts of land,in which serenity and quiet are of extraordinary 
significance and serve an important public need, and where the 
preservation of those qualities is essential if the area is to continue to 

syrve its inte~ded purpOse. Such areas could include amphitheaters'; 
particular parks or portions of parks, or open spaces which are 
dedicated or recogr\ized by appropriate local officialS for activities 
requiring special qualities of serenity and quiet. 

Residences, motels, hotels, public nieeting rooms, schools, churches, 
libraries, hospitals, picnic areas, recreation areas, playgrounds, active 

sports areas, and parks. 
Developed lan.ds, properties or activities not inCluded in categories A 

and B. 
For requirements on undeveloped lands see. paragraphs 5a(5) and (6), 

this PPM. 
Residences, motels, hotels, public meeting roomS, schoolS, _churches; 

libraries, hospitals, and auditoriums. 

(b) Noise-reduction factors 

Noise reduction Corresponding highest exterior 
due to eXterior of noise level that would achieve an 

the structure interiOr design noise level of 55 dBA-
Building type Window condition (dB) (dBA) 

All Open JO 65 
Light frame Ordinary sa·sh 

Closed 20 75 
With storm windows 25 80 

Masonry Si.ngle glazed 25 80 
Double glazed 35 90 

Source.· Federal Highway Administration [10.8]. 

An alternative formulation of Eq. 10.3.2 is based on the fact that the sound energy is pro­
portional to the square of the frequency f of the sound; that is, 

' I= af2 (10.3.4) 

where a is a proportionality factor. Substitution of this equation in Eq. 10.3.2 yields 

L = 20 log10 (f;,) dB (10.3.5) 

wheref is the frequency of the sound being measured and / 0 is the reference frequency at the 
threshold of hearing. A sound pressure of 20 fLPa corresponds to this reference frequency. 
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Equations 103.1 through 10.3.5 apply to sounds that consist of a single frequency. 
However, typical environmerital noise~ .consist of combinations of frequencies of which 
only those in the approximate range from 500 to I 0,000 Hz are detectable by humans. A 
Single noise-level- scale in d~dbels--that combines the effect of multi frequency noises in a 
manner that simulates the se':lsitivity and response of humans discriminates or w~ighs 

· against frequencies that. lie outr;;.ide this range. The most common weighting scheme is 
referred to as the A-weighted scale .and gives -measurements that are measured in A­
weighted decibels, or dBA. Figure 10:3.1 presents the A-weighted decibel levels of several 
common environmenta]sounds that lie between the threshold of hearing (i.e., dBA = 0) 
and the level of physiological pain [10.9]. More precisely, the A-weighting scheme de­
emphasizes frequencies below I kHz and above 6.3 kHz. 

10.3.3 Noise Propagation and Mitigation Strategies 

Once generated at a source, unshielded noise spreads out spherically as it travels thmugh the air 
away from the source, Consequently the intensity of the sound diminishes with distance from the 
source. In addition to these. losses in intensity due to spreading, absorption losses also take place 
as the sound energy is transferred between air particles. When the sound waves encounter natural 
and manufactured solid objects, they undergo bending or diffraction and reflection, the degree of 
which depends on the characteristics of the object. Trees and other vegetation, for example, tend 
to reflect the sound waves in a diffused pattern and are considered to be good interceptors of noise. 

The major thrust of noise control strategies is to. minimize the noise levels to which the 
population is exposed. Three categories of transportation noise control strategies are possible:_ 
source controls, noise path controls, and receiver-side controls. Potential source controls 
include vehicle control devices, vehicle maintenance practices, traffic controls, and highway 
design controls. Noise path controls include the erection of appropriately designed noise bar­
riers that reflect and diffuse noise and the provision of buffer zones between the transporta­
tion facility and the population to provide a distance over which noise·can be attenuated. Noise 
control strategies at the receptor site include public awareness programs and building design 
practices. Figure 10.3.2 illustrates the effects of elevating or depressing the highway. 

10.3.4 Noise Measures 

Figure 10.3.3, from a U.S. DOT study [10.10], shows that the noise levels generated by 
transportation facilities are characterized by a good amount of variability with respect to 
time. It is, therefore, necessary to establish meaningful statistical noise measures that 
describe the magnitude of the problem while capturing this variability. Commonly used sta­
tistical measures include the following: 

1. LP denotes the noise level at a receptor site that is exceeded p percent of the time. 
Commonly used levels of this measure include the noise level that is exceeded 10, 50, 
and 90% of (he time. L 10 is a peak noise level used by most highway d~partments in 
the United States and endorsed by the FHWA. Noise level I.-,0 is a background level 
that is exceeded most of the time. 

2, The equivalent noise level denoted by L,q is defined as 

·(1JT/2) L.,., = 10 log 10 ~ 2 dt 
T o fo 

(10.3.6) 
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where Tis the period of time over which the measurement is. made. The equivalent noise 
level may be approximated by a series of N discrete measurements as follows: 

L"l = 10 log10 (~ ~ 1Q(L/IOI) (10.3.7) 

where Li is the average noise level during interval i. 
· Other noise iinpact measures for the assessment of transportation noise have been 

proposed. Some of these combine the preceding measures in various ways that attempt to 
capture the annoyance caused by the noise [10.11]. 
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Figure 10.3.3 Noise-level variability. (From U.S. Department of Transportation [IO.IO].) 

10 •. 3.5 Mathematical Models of Transportation Noise 

Wesler [10.12] traces the first mathematical formulation of traffic noise to the following 
empirical equation presented in the 1952. Wright Air Development Center Handbook of 
Acoustic Noise Control [10.13]: 

L50 = 68 + 8.5 log V - 20 log D dB (10.3.8) 

where· 

V = traffic volume, in veh/h 

D = distance from a traffic Jine to the observer, in ft 

Note that this equation dqes not recognize the fact that a given Volume.can occur at two dif­
ferent speeds. 

Since then many researchers have attempted to calibrate highway-related noise 
models for various traffic conditions. Various manual and computer-based models became 
available for the analysis of noise impacts and the design of noise-amelioration devices 
such as noise barriers. The FHWA, for example, has published several models, which have 
been subsequently enhanced and refined [10.14]. These models include several manual and 
computerized solution procedures. Figure 10.3.4 is a nomograph that can be used to esti­
mate the unshielded noise level (i.e., in the absence of noise barriers) at some distance from 
a highway. Inputs to this model are the volumes and speeds ofautoinobiles, medium trucks, 
and heavy trucks using the highway, and the output consists of an estimate of L;0 at a given 
distance away. The noise level caused by each component is calculated by the procedure 
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Figure 10.3.4 L10 nomograph. (From Kugler et aL [10.14].) 

described next and added logarithmically to arrive at the total highway noise level. The 
medium truck volume is converted to automobile equivalents by a factor of 10. If the speeds 
of medium trucks and automobiles are equal, the two can be combined into one group. 

· Heavy trucks are always analyzed separately. Automobiles and medium trucks differ from 
heavy trucks in that the major part of the noise emitted by the former is a't the pavement 
level due to the interaction between the tires and the pavement. Heavy truck noise on the 
other hand is emitted from exhaust systems, which are located about 8 ft above the pave­
ment level. This difference is denoted on the noise nomograph hut is more important to the 
design. and analysis of harriers than to the simplified estimation of unshielded noise 
addressed here. To estimate the noise level produced by highway traffic, the first three steps 
of the following procedure are applied to each vehicular volume component and the results 
are combined, as explained in step 4, -

Step l, A straight line joining the pivot point at the extreme left-hand side of the 
nomograph to the point corresponding to the mean speed is extended until it 
intersects line A. Note that twb sets of speed-related points are included: one 
for automobiles and medium trucks and the other for heavy trucks. 
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Step 2: A second straight line is drawn from the point obtained in step J to the traffic 
volume Von the scale located atthe extreme right-hand side of the chart. The 
point of interse_ction_ of the-second line and line B is noted. 

Step 3. A third line is drawn from tlie point of intersection of line B to the distance 
D c ·for which the noise level is calculated. The intersection of the third line 
and the.L10 scale next to line B represents the required L10 estimate. The dis­
tance to the observer D" may be· either taken approximately from the middle 
of the highway or, if desired, from the middle of individual lanes. In the latter 
case the volume and speed inputs must be known by lane. 

Step ,4. The calculated L 10 levels for the various highway flow components are com­
bined. Because of the logarithmic nature of the dBA scale, the L, 0 levels 
cannot be added arithmetically. Instead, if two sounds are to be added, an 
incremental amount, depending on the difference in the two noise levels, is 
added to the higher of tbe two. The insert located at the lower left-hand side 
of the chart gives. the magnitude of the incremental amount. Thus two sounds 
of equal intensity (i.e., zero difference) combine into a level that is only 3 
dB A higher. The proof of this fact is given in Example 10.3. 

Example 10.3 

- Prove that two sounds of equal intensity produce a decibel level that is only 3 dBA higher. 

Solution The energy contained in the two sounds combined is eqnaJ to two times the sound 
energy I of either of the two alone. By Eq. 10.3.3, the combined level Lis 

L = 10 log, 0 GJ 
= !0 log JO (l_) + 10 Jog 102 

. Io 

= 10 l0g10 (£) + 3 

Discussion- The first term on.the righthand side is the decibel level corresponding to the sound 
intensity I to which 3 dB is added when the two sounds are combined. In conjunction with the 
sound addition insert to Figure 10.3.4, when more than two noise sources are to be added, their 
magnitudes are first listed in decreasing order. The increment contributed by the lowest level to 
the next lowest is read from the graph and added to the latter. The result is then combined with 
the next list entry, and the procedure continues Until all components have been included. 

Example 10.4 

A straight at-grade ,highway accommodates 3600 passenger cars and 40 medium trucks per 
hour. The average speed df the tWo vehicle types is the same and equals 40 mi/h. Plot the rela­
tionship between the noise level, L 10, and the distance from the highway. 

Solution The procedure relating to Fig. 1 0.3.4 is applied, using a combined volume of 

3600 + 40 X 1? = 4000 automobile equivalents per hour 

~and the results 'obtained 'in relation to various distances De are plotted in Fig. 1 0.3.5. The figure 
illustrates the attenuation of noise over distance from about 78 dBA at a distance of 30ft to 
about 51 dBA at a distance of 1500 ft. 
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Figure 10.3.5 Noise lev'el and distance from the highWay. 

In 1998, afte~ several years of extensive research, measurement, calibration, and valida­
tion, FHWA issued a new computerized noise model that was simply called the FHWA Traffic 
Noise Model (TNM) and declared that no other noise model would be acceptable for feder­
ally supported highway projects [10.15, 10.16]. TNM uses a complex sound "ray tracing" rou­
tine to compute the noise level at user-specified receptor locations. It.captures the contribution 
of five vehicle types (i.e., automobiles, medium trucks, heavy trucks, buses, and motorcycles), 
four pavement types, and the effects of traffic controls (i.e., stop signs, tollbooths, traffic sig­
nals, and on-ramp start points). Sound propagation accounts for atmosphe1ic absorption, 
intervening groUnd acoustical and topographic charactelistics, barriers (i.e., walls and berrns), 
rows of buildings, and areas of heavy vegetation. The software is capable of presenting the 
results in the form of noise contours and contour maps showing the d~fj'erences in noise levels 
between two noi~e barrier designs. In early 1999 FHWA issued a set oflook-up tables to pro­
vide designers with a quick screening tool of potential mitigation designs [10.17]. 

10.4 ENERGY CONSUMPTION 

10.4.1 Background 

The enormous ·stridbs in industrial and economic growth that occurred in the United States 
during the twentieth century have been closely related to an ample supply of inexpensive 
energy, particularly energy derived from fossil fuels. Around 1970 the population of the 
United States constituted about 6% of the world's population but used approximately 30% 
of the global petroleum consumption. A little more than half of the pettoleum used in this 
country is expended for transportation-related purposes, and of this amount the private· auto­
mobile accounts for close to two-thirds, or about .one-third of the total petroleum consumed 
in the l!nited States. The potential impact that energy shortages can have was experiellced 
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during World War ll, when strict rationing and a.llocation of energy and other resources had 
to be imposed. After the war energy consumption resumed its upward spiral and the problem 
came to the forefront in 1973 when the O~;ganization of Petroleum Exporting Countries 
(OPEC) imposed an oil embargo and subsequently raised the price of crude oiL The eco­
no.mic effects of thi.s action reverberated arOund the globe. 

1 0.4.2 National Response to the Energy Embargo 

The immediate response of the nation to the 1973-197 4 energy embargo was to deal first 
with the emergency si'tuation at hand. Among the earliest actions of the U.S. Congress was 
the passage of the 1973 Ehtergency Petroleum Allocation Act, which empowered the exec­
utive branch to e.stablish an allocation plan for various sectors of the· economy and geo­
graphical regions. Related actions included extensions of the daylight. saving time, the 
establishment of a national highway speed limit of 55 mi/h, which became effective in 
1974, and the creation of a Federal Energy Office to deal with the problem. The 1975 
Energy Policy and Conservation Act provided for the development of a national energy con­
tingency plan, which was issued by the Federal Energy Administration in 1976, The same 
act mandated a schedule for improving the fuel economy of rtew automobiles sold in the 
United States. At that time energy-related responsibilities were scattered amqng several 
agencies and programs. Pursuant to Executive Order 12009, the U.S. Congress established 
in 1977 the Department of Energy (DOE). This new federal department combined the 
Energy Research and Development Administration (ERDA) and the Atomic Energy Com­
mission (AEC) and was .charged with the lead role in coordinating the national response to 
the problem of energy and to seek short-, medium-, and long-term solutions under a multi­
faceted program, which carne to be known as "Project Independence" [10.18]. 

A second fuel shortfall occurred in 1979 and caused significant disruptions despite 
the implementation in the meantime of various gasoline rationing schemes. In the same 
year the U.S. Congress passed the 1979 Emergency Energy Conservation Act, which 
directed the executive branch to establish energy conservation targets for the federal gov­
ernment and the states and required the states to submit their plans, including a trans­
portation element, within 45 days of the issuance of the targets. In 1980 the newly elected 
administration ushered in a different perspective toward the problem by shifting the 
emphasis from central management to a reliance on a free-market approach. Proposals 
directed toward the abolishment of the DOE were sent forth, and in 1981 Executive Order 
12287 was issued, which eliminated the then existing allocation and price controls on crude 
oil and petroleum products. Both approaches to the problem of energy have their strong pro­
ponents, and the nation's response to the problem continued to be the subject of national 
debate. By 1990 energy concerns became less of a national priority. 

10.4,3 Transportation-\.lser Reactions 

The 1973-1974 oil embargo found the .nation's transportation system ill prepared, and long 
queues at gasoline stations became commonplace. According to subsequent reviews of the 
major events that occurred during the period of low fuel supplies, the general reaction of 
highway users was to curtail automobile usage by about 20%, mainly by reducing recreational 
and nonessential trips [10.19]. Localized differences notwithstanding, modal shifts to transit 
on a national scale were minimal during the emergency. This has been attributed to a lack of 
adequate transit capacity and to uncertainties about the expected duration of the emergency sit-
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uation. However, a trend toward the use of more efficient motor vehicles and other transporta­
tion equipment became evident. In this connection the 1975 Energy Policy and Conservation 
Act prescribed a time schedule for fuel economy improvements and required the sales-

. weighted average fuel economy of each domestic manufacturer to adhere to this schedule. 
Other transportation-intenSive sectors Of the economy responded similarly to the fact~­

that an increasing share of their operating costs were attributed to fuel costs. For example, 
Johnson and Saricks [10.20] report that most intercity freight carriers began to convert to 
more fuel-efficient equipment and devices through replacement and retrofit programs and 
to modify their maintenance and scheduling practices. Similarly, Horn [10.21] reports that 
the airline industry also moved toward the purchase of fuel-efficient aircraft, implemented 
new operational a'nd maintenance practices, and reduced cruise speeds. In 1974 the airlines 
dropped a few thousand daily flights in order to increase passenger-load factors and thus to 
minimize their consumption of fuel. Highway- .and transit-operatirig agencies also took 
measures t6 improve their own consumption rates. Among the actions taken. by hiihway 
agencies was a conversion to fuel-efficient highway-lighting systems. 

< 

10.4.4. Energy-Related Transportation Actions 

The predominant view of the energy problem among transportation planning agencies at 
the local, state, and federal levels was driven by the possibility of petroleum supply inter­
ruption,s. The· secret to the solution of the energy problem was understood to lie in emer­
gency preparedness and in conservation. This view is reflected in the -requirement of the 
1979 Emergency Energy Conservation Act of Transportation Energy Contingency Plans 
[10.22, 10.23] and in proposed rules issued by the DOT in 1980, which required that energy 
.conservation be .considered in transportation planning programs receiving federal support . 
. Possible energy-conservation:strategies may be .classified into those that are aimed to cause: 

1. Technological innovations 

2. Improvements in .traffic flow 

.3. Reductions in the total vehicle miles of travel (VMT) 

/ Technological innovations include improvements in the fuel ·efficiency of in-use tech­
nology. By converting to more fuel-efficient vehicles, highway users were able to sustain their 
trip-making levels while expending less, although more expensive fuel. An interesting si.de 
effectof this development has been i.ts impact on the revenues of agencies that are responsible 
for the Construction, operation, and maintenance nf highway facilities because the source of 
funding for these activities had been primarily in the form of user charges, mainly gasoline 
taxes leVied on a per gallon basis. Another development in relation to technological innovation 
was an accelerated level of often federally sponsored research and development in the areas of 
new· engines .and t;pward the utilization of alternate transportation fuels. Examples of new 

. engine types include various external combustion engines such as the Stirling and the Rankine 
engines,. continuous-combustion turbine devices, and various configurations of electric and 
hybrid electric vehicles. Fuels that have been proposed as replacements for conventionally 
derived petroleum products in existing and new engine designs include gasoline and distillates 
(diesel fuel), which can be derived from coal and shale, alcohol fuels such as methanol and fuel 
blends, hydrogen, and electricity, which can be derived from various sources. 

Highway level of·service,and the search for traffic-flow improvements have always 
· · been matters of direct concern to transportation engineers. In addition, the effect of highway 
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<iesigrr and maintenance (e.g., grades, curvatqre, and pavement condition) on fuel­
consumPtion rates had traditional-ly been included in the calculation of motor vehicle oper"· 
ating- cdsts. I twas~ therefore! natural that the- i:pclusion of fuel-consumption considerations 
in the evaluation of highway designs and congestiOn"reducing schemes would• be given• new 
emphasis in view ofthe evolution- of the global energy situation-. A sampling of related 
investigat:ions includes· the use of freeway shoulders as low-cost traffic lanes to improve 
traffic flow, allowing right turns on red to reduce idling tinles, providing left-~urn lanes at 
signalized· and unsignalized intersections, improving arterial access, and implemen~ing 
signal systems. The energy effects of other strategies such as the spreading of the peak-

' period demand for highway travel through the implementation of staggered work schedules 
and. other transportation system management (TSM) actions haVe also been addressed. 

Strategies aimed at reducing the vehicle-miles traveled represent a departure from the other 
two categories of actions in that they require significant changes in the public's travel habits. Ways 
to reduce the VMT range from policies that encourage high vehicle occupancies to urbart plan­
nirtg;processes that emphasize the joint development of transportation and land use to minimize 
the need for travel without adversely affecting the accessibility of the population to activities. 

10:4.5, Vehicle-Propuision Energy 

The· propulsion energy expended by individual vehicles is typically reported in terllis of either 
energy economy rates (i.e., distance traveled per unit energy) or its reciprocal, that is, the energy 
consumption rate. The energy measure is usually specified in terms of either the amount of a 
particular fuel or, when applicable, electrical energy. Thus the ~nergy economy of passenger cars 
is specified as gallons of gasoline per vehicle mile and for electrically propelled transit vehicles, 
as kilowatt-hours per vehicle mile. In order to be able to compare the energy efficiency of vehi­
cles using different types of fuel, several analysLs resort to the conversion of energy requirements 
to a common unit such as the British thermal unit (Btu) or the joule. Comparisons based on such 
convefsioris, of course, are not· sensitive to the particular source of the energy used (i.e., crude 
oil,. coal, or nuclear energy), which have certain important policy implications. · 

A considerable body of research exists relative to the propulsion efficiency of highway 
vehicles and the factors that influence it. Among these factors are vehicular characteristics 
(e.g., vehicle type, weight, age, and engine displacement), highway geometries and condition 
(e.g., grades, curvature, and pavement maintenance), and traffic-flow conditions (i.e., free­
flow to jammed). Figure I 0.4.1 illustrates the general shape of the relationship between sus­
tained uniform speed and fuel consumption for highway vehicles. This figure shows the 
minimum fuel consumption for highway vehicles. It indicates that the minimum fuel­
consumption rate corresponds to a uniform speed of about 35 mi/h, depending on the vehicle 
type and other factors just mentioned. Fuel-consumption curves similar to Fig. 10.4.1 are 
available in the technical literature for different types of vehicles, including passenger cars,. 
light and heavy trucks, buses, anti composite vehicles reflecting various vehicle combinations. 

Regarding the propulsion efficiency of nonhighway transit vehicles and systems, it 
suffices to state that a great variability is found, depending on the type of system, its propul­
sion technology, and geometric characteristics, inclUding station spacing and gradients. 

To calculate the propulsion-energy requirements for a transportation network, esti­
mates Of the vehicle mixes and traffic-flow conditions are required, which in a planning:con­
text may be provided by transportation demand forecasting model sy~tems such as those 
described in Chapters 8 and 9. Observed before and after traffic-flow conditions may also be 
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Sustained speed (mi/h) 

Figure 10.4.1 General relationship 
between sustained speed 
and fuel consumption. 

used to assess the energy effects of various shorHerm policies. Vehicular volumes can then 
be translated to fuel consumption by the use-of appropriately calibrated fuel relationships. 

In the case of travel on urban arterials the traffic~ flow characteristics involve illter­
niptions by the control system and flow variations due to factors that are internal to traffic 
streams. The General Motors Research Laboratory [10.24] has calibrated a model relating 
consumption to travel time for various types of vehic1es and vehicle mixes in urban arterial 
driving conditions. The following -linear relationship was found to apply for average arte-
rial system speeds of up to 35 mi/h. · 

where 

f = k, + k,t 

f = fuel-consumption rate, in ga1/mi 

t = travel time, in h/mi 

k1 = calibration constant, in ga1/veh-mi 

k2 = calibration -constant, in gal/h 

Equation 10.4.1 may be rewritten in terms of average speed as 

• f= k, 
k, + -­
u 

u < 35 mi!h 

(l 0.4.1) 

(10.4.2) 

which has a shape similar to Fig. 1 0.4.1 but i' actually calibrated for the average speed over 
an urban- trip cycle rather than for sustained uniform speeds. 

To calculate the fuel-consumption F for a single vehicular trip in urban traffic, Eq. l 0.4. l 
is multiplied by the length of the trip D to yield 

F = k1D + k2T (10.4.3) 
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where Tis the travel time· fQr·the erltire trip. 
Figure lOA2 represents General Motors" (GM) calibrated relatioaship for a typical 

passenger-car mix. consisting ofl973 to 1976 car models [l 0.3] with calibration constants 
k1 ~ 0:0362"ga!Vveh~mi and k2 = 0.746. gal/h. A similar relationship relating. to diesel 
engine tractor-trailers with gwss vehicle. weights (GVW) of 33,000 1b and over is illustrated 
in Fig. 10.4.3 .. Finally,.Fig~ 10.4.4 shows the fuel-consumption rates of city buses in refer-
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ence to the number of stOps. per mile rather than to the average trip speed. The number of 
. stops per mile used to· enterthe graph'includes scheduled stops, stops that are caused by the 
'lraffic-flow conditions; and interruptions. due to the control system. 

·studies of the energy and aif quality impacts. of transportation systems continued into 
·the twenty-first century [10.25]. 
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Chap. 10 

Example 10.5 

During the typical 1976 weekday peak period, 4000 passenger cars traveled from a suburb to 
the CBD along a 6-mi arterial route at ·an average speed of 18 milh. One of the lanes on the 
route was subsequently reserved for car pools. This action resulted in a mild reduction in the 
peak-period vehicle trips. A postimplementation count showed that thC special lane was used 
by 1000 vehicles (which included.previous and new carpoolers) at an improved speed of 
24 milh. However, 2800 vehicles used the regular lanes, and this caused a speed reduction to 
12 milh for this component. Calculate the fuel consumed during the peak period (a) prior to' 
and (b) subsequent to the opening of the car~poollane. 

Solution (a) Prior to the project the fuel Consumption of the. average vehicle over the 6-mi 
route was, according to Eq. 10.4.3 and the GM calibration constants, 

0.746 
F ~ (0.0362) (6) + ~3~ ~ 0.466 gal/veh 

• A total of 4000 vehicles traversed the route. during the peak period. Hence the total fuel con~ 
sumption was 

(4000)(0.466) ~ 1864 gal per peak period 

(b) Following the·opening of the car-poollane, the flow was segregated into regular lane traffic 
and car-pOollane traffic. Applying Eq. 10.4.3 twice and summing the results, the total con­
sumptiqn became 

·I 
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(2800)(0.590) + (1000)(0.0404) = 2066 gal/peak 

Discussion -The· peak-period propulsiv~ fuel consumption on an arterial route "Yas calculated 
for_ two operational strategi_eS. In this particular_ case the fuel consumption following the 
opening of a car-poollane increased even though the vehicle miles traveled during the peak 
actUally decreased from 24,000 (i.e., 4000 veh X 6 mi) to 22,800. This was due to the resulting 
traffic-flow conditions given in the problem and should not be considered as the inevitable 
result of all carpool lane situations. The route fuel consumption for each case may be repotied 
in terms of the aggregate econotny rate (AER) by dividing the total vehicle miles by the _total 
fuel consumption. ThuS the AER for the pre-1and the post-car-pool-lane situations was, respec­
tively~ 12.9 and 11.0 veh-mi/gal. The conclu~ion reached by comparing these two rates is iden­
tical to that drawn on the basis of the fuel consumption alone. However,.neither of these two 

. vehicle-mile-based measures provides definite infonnation about the number of passenger 
miles accommodated by the two alternatives, which may be an important policy question. 

1 0.4.6 Indirect Energy Consumption 

The foregoing discussion has concentrated on the Propulsive, or direct, energy consump­
tion of transportation systems. A complete accounting of the energy requirements of trans­
portation systems on the other hand also includes indirect energy expenditures, consisting 
of construction, maintenance, and operational energy expenditures. Several analysts have 
attempted to estimate the total (i.e., direct and indirect) energy needs of various modes and 
systems. It suffices to state that these estimates depend on the components of indirect 
energy that each analyst chose for inclusion in the calculation. Any attempt to trace the full 
energy implications of transportation systems is ultimately difficult, as it may include the 
energy expended for the extraction, refiriement, conversion, and transportation of energy 
resources and fuels, and even items such as the energy embedded in the manufacturer of the 
Vehicles. Consequently a detailed review of tothl transportation en~rgy studies and their 
energy policy and economic implications is beyond the scope of this book.· 

10.5 SUMMARY 

This chapter discussed the air quality, noise, and energy impacts of transportation, 
described and illustrated several models that can be used to estimate these impacts, and pre- / 
sented strategies that have the potential of addressing these issues. 

The major contribution of t~ansportation to air pollution is in the form of carbon 
monoxide, hydrocarbons, nitrogen oxides, and particulate matter, and photochemical smog. 
The degree of this contribution depends on emission levels, which are related to vehicle 
technology, traffic-flow levels, and traffic characteristics, and the subsequent processes of 
mixing, diffusion, and chemical oxidation. A method developed by Raus of the FHWA for 

. calculating the emission rates on highway facilities and a simple mathematical pollutant 
'diffusion model (the box model) were described. 

Noise was defined as undesirable or unwanted sound and waS related to physical and 
mental health problems. It is typically measured in terms of A-weighted decibel levels on 
.a logarithmic scale that simulates human responses. The intensity of noise decreases with 
distance from the source because of spreading and absorption energy losses and is also 
intercepted and reflected by solid objects. These attributes of noise suggeSt. mitigation 
strategies that include the placement of noise barriers and buffer zones between the source 
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and the _receiver in addi-tion to vehit::le-related .and other .acti·on:s. The simplest of ·severai 
noise-estimation models was included. This m~del <!pplies to long, straight segments of 
highways in the :absen_ce of noise·:barriers. 

· . A significant portion of the national G~nsumption of energy, particularly petmleum­
based, is expended for transportation purposes. A recognition .of the .ultimate depletion of.crude 
oil a_nd international developments involving oil producing .oountri:es have brought this issue 
·into sharp focus. The problem elicited differing reactions from several perspectives, including 
!he users of 1ttansportation fuels, the highway- and transit-ope<ating agencies, !he transporta­
tK>n pl.anni«g orgooizations, and the regional and national .energy policy analysts. A method for 
estimating the propulsive energy requ•irements of !ransportation systems was included. 

Suggested actions mat have im.portaq;t implications wim mspect to all three impacts 
covered in !his chaptec were classified into •those !hat aim at the technological performance 
of vehides~ :ar.e concerned with geo-metric rlesi_gn .and trafftc-flow operations; ·encourage 
significant changes in travel behavior, particularly modal Choice; .and propose alternative 
urban structur.ai forms. 

EXERCISES 

14 The one-directional speed-concentration relationship for a 10-mi-long segment of a two-tane 
r~ral highway is 

u ~ 45.0 - 0.3k 

Apply the Raus model to estimate the total emissions of carbon monoxide assuming that the 
highwaY operates at capacity for an entire hour. The ambient temperature at the low altitude 
highway is 40°F. 

2. A propo~ed .increase of parking fees in a downtown area is ex~ted to cause a reduction in the 
one-directional peak-hour flow of a radial six-lane highway from 5100 to 4200 vehlh. Given that 
the flow-concentration relationship for each highway lane is 

q = 42.0k - 0.25k2 ntilh per lane 

estimate the effect that the parking policy would have on the emission of carbon monoxide during 
the peak hour. AsSume that the flow is.distributed equally among the three la:ries of traffic, the 
ambient temperature is 0°F, and the highway was originally operating at level-of-service F. 

3. The pollutant emission rate E has been estimated to change with respect to time as 

E = Ae-8 ' 

wherC A and B are constants. Assuming a constant airflow F and a box volume V, apply the box 
model- to express the pollutapt concentration as a function of time. The initial concentration iri' 
the box at time t = 0 is K. 

4. Repeat Exercise 3 assuming that the emis~ion rate is given by 

E=A(l-e-8~ 

S. The air pollution emission rate E in a parking lot may· be approximated by the step function-shown 
in Fig. El0.5. Assuming a constant airflow F and zero initial pollutant Concentration, plot the C 
cis a function of time. 



Part.3 

•I 
I 

' ' ' ,, 
,, 

Figure Eitl.S 

6. At a given location the measured noise level during 15 CQnsecutive time intervals was 

80, 75, 76, 75, 71, 72, 72, 73, 74, 76, 75, 72, 74, 73, 72 

525 

dB. Use this limited set of data to (a) approximate the cumulative distribution of noise leveL 
(b) estimate the Lw. L50, and ~0 levels, and (c) calculate the L-eq noise leveL 

7. Bicyclists A and Brode along the bikeways shown at 15 and 20 mi/h,' respectively. Bicyclist A 
encountered 180 vehicles during his 1.2-mi ride against traffic, and bicyclist B was overtaken b,Y 
30 more vehicles than she overtook during her 1.2-mi ride with traffic (see Fig. El0.7). Assuming 
that the traffic stream consisted of passenger cars only, calculate the L10 noise level to which each 
Of the bicyclists was exposed. 

--T-
30 ft 

Traffic + 
~401ft 

·. 0 _1~ 

Figure E10.7 

8. The traffic flows on each of the two lanes of a highway are shown in Fig. E10.8, ·Calculate the 
• L10 noise level a't point P. 

9. Apply Eq. 10.3.2 to calculate the combined effect of the following fout decibel levels: 

71, 77, 72, 73 

10. Combine the Jour noise levels given· in Exercise 9 by means of the insert to Fig. 10.3.5. 

11. The combined noise level from twO sources is 68.5 dB A. The noisier of the two sources produces 
a noise level of 68.0 dBA. Estimate mathematically the level produced by the other source. 
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Chap .. 10 

12. The flow on a highway consists of 100 heavy trucks per hour traveling at 50 milh, 30 medium 
trucks per hour traveling at 40 mi!h, and 600 passeQger cars' per hour traveling at 50 mi/h. 
Assuming a highway width of 50ft, specify the width of a buffer zone that ensures that the noise 
level in an adjacent park will not exceed the 1973 FHWA standard. 

13. How close to the highway of Exercise 12 can a single-glazed masonry school building be located 
and still meet the FHWA noise standard? 

14. The flow-concentration relationship for a roadway is 

q = 60.0k - 4.0kL5 veh/h 

Using the GM model, derive and plot the fuel~consumption rate f as a function of traffic stream 
concentration (veh/mi). Assume that the traffic stream consists of passenger cars only. 

15. Find the fuel-consumption rate corresponding to qmax. for the roadway of Exercise 14. 

16. A buS line operates in mixed traffic and canies 4000 passengers per peak hour at an average speed 
of 10 milh. Typically each"bus makes two scheduled stops per mile and is intenupted by the traffic 
control system and other vehicles six times per mile. Given an average occupancy of 50 persons 
per bus and a 5-rni trip, calculate the number of buses n~eded to serve the passenger demand and 
the total amount of fuel consumed during a typical peak hour. 

17. Calculate the effect on the fleet size and the fuel consumption of the bus system of Exercise 16 
assuming that an exclusive bus lane were to be ~mplemented, The resulting conditions include a 
reduction of nonscheduled stops from six to two, and an average speed of 15 milh. 
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1 1 
Evaluation and Choice 

11.1 INTRODUCTION 

Even when presented a single proposal, decision-makers have a choice between it and doing 
nothing. Therefore every decision involves at least two options. Evaluation facilitates deci­
sion making by appraising the merits (positive impacts) and demerits (negative impacts) of 
alternative options in terms of either a single or multiple decision criteria. Determining 
which impacts are relevant to a particular decision and specifying the appropriate decision 
critCria are related to the value system within which the choice is to be made. In the case of 
transportation decisions in the public sector the operating value system is not that of any 
single individual or subgroup but that of the community as a whole. In Chapters l and 7 we 
recognized the existence of conflicting. value. systems. within society. Consequently trans­
portation decision· making also entails the resolution of conflicts. 

Two types of evaluation studies are ·commonly undertaken: preimplementation 
studies, which facilitate the choice of the best course of action from among S•.!veral alter­
native proposals, and postiinplementation studies, which assess the performance of already 
implemented actions. Postimplementation studies are important for two reasons: (I) They 
help to discover whether or not the implemented alternative performs well and (2) they help 

.to determine whethe'"r or not it continues to perform properly over time. This is especially 
important in the case of transportation systems, which are subject to changing conditions 
and also to evolving goals c3-nd objectives. Continuous monitoring and periodic performance 
evaluation can help to identify emerging problems and also to provide guidance to the 
design of possible improvements. 

To be selected for implementation, an altemativ; must be both feasible and superior 
to all other alternatives. The prerequisites to the admission of an alternative to the list of 
acceptable options include the conditions of technological feasibility, economic efficiency, 
and cost-effectiveness, and availability. of the needed resources. In this chapter we present 
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the fundamental elements of efficiency and effectiveness evaluation techniques, along with 
a brief descript'ion of thejr cOnceptUal 'foUndations, major strengths, and weaknesses. ' 

11.2 FEASIBILITY AND IMPACT ENUMERATION 

11.2.1 Measures of Feasibility 

Technological feasibility refers to the ability of a system to function according to the laws 
of nature and not to its desirability: A perpetual motion machine may be highly desiiable 

· but technologically impossible. Engineers and other technologists are qualified to deal with 
· .... questions relating to technology. Research and development are ongoing activities that 

occasionally lead to technological breakthroughs. The vast majority of practical applica­
tions, however, involve the use of existing technology. Even then innovative and creative 
ways of combining off-the-shelf technology are common. Consequently the question of 
technological feasibility is an aspect of evaluation that cannot be ignored. 

Efficiency is defined as the ratio of the quantity produced (output) to the resources 
required for its production (input). Physical or machine efficiency is the ratio of the energy 
delivered by a machine or a process to the energy supplied to it. Although expressed in the same 
unit of measurement, the input and tl1e output energy differ in form, for example, energy in the 
form of electricity vis-a-vis energy in the form of work done by the system. Machine efficiency 

. is always less than unity because of the unavoidable energy losses that are incurred in the 
process; This waste can be justified only when the usefulness, or utility, of the output exceeds 
that of the input. When both the numerator and the denominator are converted to the· same 
ineasure of economic value, their ratio is referred to as the economic efficiency of the machine, 
which must be greater than unity if the machine is to be economically feasible. The idea of eco­
nomic efficiency has been extended to the evaluation of systems to contrast the economic value 
of the advantages (or benefits) that are derived from the system to its disadvantages (or costs). 

E.ffe.ctiveness is defined as the degree to which an action accomplishes its stated 
' objectives. It differs from efficiency iri that it does not need to express explicitly all impacts 

in the same scale of measurement For example, the effectiveness of a regional transporta­
tion system for elderly and handicapped persons may be expressed as the proportion of eli­
gible users that live within the service area of the system or as the total number of persons 
sefved, whereas its operating costs may be expressed in terms of dollars. Cost-effectiveness 
evaluation is the attempt to determine the efficacy of alternatives by comparing their cost 
to their effectiveness. Of course, if an objective method for collapsing all impacts to the 
same dimension were available •. efficiency and effectiveness would lead to identical results, 
but no such method exists. Consequently both evaluative methods are used, sometimes s_ep­

. arately and sometimes in cOmbination [11.1, 11.2]. 
An alternative may be technologically feasible, economically efficient, and cost­

effective and yet not be a prudent choice for implementation because of the unavailability 
of the financial and other resources that are needed for its implementation. Problems of 
affordability or resource availability are not uncommon. Consider, for example, the case of 
financial resources. Usually there exists a lag between the time when financial resources are 
expended and the. time when the returns of the investment are realized. Lack of access to 
financial resources during this critical time lag would render the investment infeasible. 
Another common problem of financial affordability that is especially true in the case of 
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public projects is related to th~ fact that' the benefits derived by a public investment do not 
usually return in the form of. money to the agency that expends the financial costs for the 
project. Unless the agency is in a position to afford these expenditures it would not be able 
tb produce the benefi'.ts for. whomever they would otherwise accrue. 

11.2.2 Impact Trade-Offs. 

Detennining the feasibility of each alternative is only half of the evaluation process, The other 
half involvesothe comparison of all proposals (including the do-nothing alternative) in order 
to select the best one among them. Based on the assignment of relative weights to the impacts 
of each alternative., this step involves impact trade~offs. Considyr, for example, a choice 
between two transportation alternatives requiring equal and available financhiJ expenditures. 
Further, assume that one of the two would provide a higher level of mobility than the other 
but would also discharge higher quantities of atmospheric pollutants. This statement implies 
that three impacts have been identified as relevant to the choice, appropriate measures of per­
formance have been established to express them, and the likely levels of these impacts have 
been predicted for each alternative, perhaps using tbe methods of Chapters 8 through 10. 
When comparing the two alternatives, a trade-off between mobility on one hand and envi­
ronmentar quality on the other becomes apparent. In the final analysis the evaluation method 
used to aid this decision must incorporate the assignment of relative weights to the impacts. 

11.2.3 Generalized Impact Matrices 

The foregoing example of evaluation raises a problem that is inherent in situations where 
the decision-makers ~re faced with multiple decision criteria. On the side of costs, the direct 
cost of operating the system and a negative externality (i.e., the unintended undesirable 
impact of air pollution) were identified. Direct benefits (e.g., mobility) and potential posi­
tive externalities are typically included in the evaluative calculus. All recognizable impacts, 
whether intended or concomitant, can be cla'!ised into positive impacts (i.e., advantages or 
benefits) and negative impacts (i.e., disadvantages or costs) and the results of the impact 
estimation process that precedes the evaluation phase (see Chapters 8, 9, and 10) may be 
summarized in an impact matrix, as illustrated in .Fig. 11.2.1. 

This array lists the estimated impacts associated with each alternative expressed in 
-···terms of the applicable ineasures c~ performance, which differ with regard to their units of 

measurement. Moreover, some are expressed in tenus of quantitative measures (i.e., carbon 
monoxide concentration), and others are qualitative. 

Table 11.2.1 lists the impacts that were considered in the environmental impact state­
ment (E!S) for a proposed Honolulu Area Rapid Transit (HART) System [11.3]. The first 
column summarizes the goals and objectives set forth in the regional general plan for tbe 
island of Oahu, where the city of Honolulu is located. The second column presents the spe­
cific goals identifl"d by an earlier Oahu transportation study. Following are the objectives 
established by two previous Preliminary Engineering Evaluation Program studies of transit 
alternatives (PEEP I and II). The fourth column lists the criteria that were selected to 

·measure the perfonnance of alternative systems. Also noted is the potential applicability of 
these ·criteria to three characteristics of alternative proposals, that is, rpute location, transit 
system type, and system length. The rapid-transit alternatives are augmented by feeder bus 
services. 
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Impact 
$costs Mobillty 

Environmental 
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category quality 
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Capital O&M 

Travel Travel 
Air Noise 

. 

performimce · tirrie cost 

. 
Do nothing . 

. 

Alternative A 

Alternative B 

I 

I 
Figure 11.2.1 Generalized impact matrix. 

Table 11.2.2 summarizes the analytical results obtained by applying the sequential 
transportation demand-forecasting process described in Chapter 8. This table includes only 
direct impacts. 

Table 11.2.3 is the generalized impact matrix developed in connection witli the 
HART EIS. It includes the direct and indirect impacts of each alternative either in quanti­
tative terms or qualitatively. 

11.3 ENGINEERING ECONOMIC ANALYSIS 

11.3.1 Background 

Traditional engineering economic analysis is based on the principle that the quantified 
impacts of alternatives should and can be converted to their monetary equivalents and 
treated just as if they were money. With this conversion, the calculation of economic effi­
ciency and the comparison of alternatives on the basis of their costs an~d benefits can be con­
ducted. The basic unit of measurement employed (i.e., money) has certain attributes that 
must be retained in the calculation of benefits and costs. A fundamental characteristic of 
money is its time value. Simply stated, this says that "a dollar today is not the same as a 
dollar tomorrow." To illustrate this point, consider the situation where an amount of $100 
is deposited in a bank at an interest rate of 10%. One year from the day of deposit, $110 
may be withdrawn from the bank. In this case $100 today is equivalent to $110 dollars a 
year from today. The interest or discount rate affects this equivalency. 

11.3.2 Project Evaluation 

Based on the axiom that the Consequences that are relevant to the impending decision can 
be equated with money, each alternative may be considered to consist of two cash flows: a 
cash flow of benefits and r.. cash flow of costs, both shown as money equivalents at the times 

. when they are expected to occur (Fig. 11.3.1 ). A proposed alternative is considered to be 
economically feasible when thJO benefits to be derived from it exceed its costs. This com­
parison between benefits and costs is legitimate only when the. two cash flows are placed 



TABLE 11.2.-1 Example of Goals, Objectives, iod Criteria 
' 

.· 

Applicable criteria for 

' specific alternati.ve analysis 
Transportation goals Transit devdopment Transit development criteria 

Transportation goals Oahu transportation objectives for Route System System 
Oahu general plan study PEEP I and II alternatives analysis location type· k:ngth 

1. PrOvid~ transportation l. PrOvide transportation 1. Improve accessibility by a. Availability & coverage - ' "' faCilities to enable(£ravel facilities for ease of service and b. Average trip time ,/ "' ,/ 
from any point in the movement throughout interconnecting ex-isting c. Service reliability '' "' "' region to any other point Oahu and provide a and future urbanized d. Rider convenience ,/ "' ,/ 

within reasonable travel variety of modes of 
·.· 

ar,.as of Oahu e. Rider comfort 
) 

( ,/ ,/ 

time by one or more travel which will best 
modes serve the different 

requirements of the 
community 

2. A transportation system 2. Provide a balanced 2. Provide a balqnced a. System patronage ( ( "' which will provide the transportation syste_m transportation system of b. System capacity ( ,/ ',/ 
greatest efficiency and which will result in transit and highways 
service to the optimum service with ' 
community with the the least public 

' 

least overall expenditure expenditure 

of resources 

3. Minimize expenditure of a. Consumption of land - ( ( 
resourc'es atld disruption b. Displacement of residents ,/ ,/ ,/ 

' to community c. Displacement of businesses ,/ ,/ ( 
' d. Reduction of community 

' amenities ,/ ,/ ,/ 

e. Disruption to future dvlopmt. ,/ ,/ ( 
f. Disruption:to local circulation ,/ ,/ ,/ 

g. Disruption: constr. activity - ,/ "' \ h. Savings in energy ,/ "' . . i. Technical risk - ,/ ,/ 

U'l (collfinued) tl 



!!l ... TABLE 11.2.1 Example of Goals1 Objectives, and Criteria"'""-{continued) 
· .. 

AjJpl.itable ctiteriit for 

~ specific alternative analysis 
Transportation goals Transit development Transit development criteria . 

'l'rarisportation goals Oahu transportation objectives fcir Route System System 

Oahu £eneral plail study PEEP I and Ir . alternatives analysis location typ'e length 

3.- A trallsportation system 3. Integration of the 
. 

4. Support land-use and a. Support regional development .! .! .! 
to be designed as an transportation system deveiopl11eilt policies b. Support comm, development .I , .! 
integral part of ~d ~ - with land use 

complemental')' to land· 

use pOlicies 
~ ~. ~ 

4. Preserve and maintain 4. Preserve Oahu's beauty 5. ·Preserve environment 
. 

a. :ReduCtion air pollution .I .! .! 
significant historic ~ites, afid liiri.enities b. Noise level , .I , 
scenery, and natural · t!. Visual intrusion .I ,;· .I 
assets of Oahu.t d. Vistas .! , 

" ' e. Historic sites .! .! .! 

S. Safety 5. Safety c 6. Safety a. Reduce accident exposure - .! .! 
. b. Security - .! .! 

6. Provide a transpOrtation 6. Provide :i balimced 7. Provide the most a. Total annual cost 
. 

.! .! .I 
system which will transportation system economical system b. Cost per trip - .! .I 
provide the greatest which wiH re'sult i'n which best meets all c. Benefit-Cost ratio ~- .! -
efficiency and service to ~ptimum service at the other objectives 
the Community with the . 
least overall cost!> 

least cost to the publicb ' 

a stated as one of the general acombi~es goals 1 & 3 of acoal 2 stated as two 

goals ors separate objectives 
bStated separately from 2 to bStated separately from 2 to ' 

differentiate between differentiate between 

.expenditure of resources expeflditute of resources 
and least cost \ and least cost 

~ 

Source_: U{ban Mass Transportation Administration [ 11.3], 



;>'! 
ill 

TABLE 11.2.2 Example Summary of A~a1)1ical Results 

Trave~ characteristics 

~ 

Total Mode DaHy %Peak-hour 

<J¥~r split trips work 

tran~it (total) on trips by 

. srstem trips (%) gwy . transit 

7~mi busway 456,250 13.& ?88,200 42.4 

LRT 
28 mi 474,520 14.4 358,750 44<\ 

2~rni 474,520 14.4 353,700 4"f.6 

14 rnt 473,300 14.3 >06,900 44.2 

?mi . 459,300 1>.9 277,300 42.8 

Fixe_4'gu(deway 
. . 

23 qti 490,000 14.8 332,600 46.0 

14; !11i 473,300 14.3 )06,900 44.2 

1mi 459,300 !3.9 277,300 42.8 

a All costs shown are in 1975 doli¥S. 

Soulf~: 1Jrban ryt:~~ Transportation Administration [ ll.~j-

Avg. 
trip 

length 
(mi) 

7.31 

7.22 

7.21 

7.26 

7.19 

7.50 

7.26 

7.19 

~ 
Operating characteristic~ {:osta 

Vehicles 
Avg. required Vehicle n1jles Tot~ I A!1nUal 
trip {with spares) opera~ec;i daily capital o~ratin~ 
time co~t J:QSt 
(min) Gwy. Feeder Gwy. Feed~r ($1.000) ($!,000) 

36.3 H9 752 30,308 121,408 414.41! . 4;9,510 
~ 

32.4 410 443 79,515 7!,P45 712,289 4),660 

32.3 .325 477 75;536 75,91Q 1\46.537 4(;1.320 -

3V 198 580 45,840 94,2<\0 529,321 44,31Q 

35.2 109 774 23,580 124,6Q5 40!1.~08 5Q,!70 

3!.6 421 493 . l! 1.495 78.399 (\47,900 4Q,94Q 

33.7 2§4 58Q (>4,225 94,2'>0 517.118 43,890 

35.2 161 774 34.~35 124,605' 398.676 5(),070 



TABlE 11.2.3 Example of Comparison Matrix for Alternative Systems 

Short 7 ~mi length, Medium 14-mi length Long 23~ and 28~mi lengths 
I--· 

Fixed 
Busway LRT guideway LRT FiXed gUide 23-miLRT, 28-tni LRT 23--i-hi F.G. _ 

• Objective 1 
a. Availability & coverage Same Same 

. 
Same Same Same Same Same Same 

b. AYg. trip time (min) .· 363 35.2 35.2 33.7 33.7 32.3 32A 31.6 

c. serVice reliability (2)" (I) (I) Same Satne (2) (2) (I) 

d. Rider convenience (I) (2) (2) Same Saine (2) (I) (2) 

e. Rider Comfort (2) (i) (IJ Same Saine Same Same Snft!e -

Objective 2-, .· . ·.· . 

•• 

a. System patronage "· .· 

(miiiion) !37.8 138.7 i38.7 142.9 142.\) l43_j 143.3 148.0 

b. SyStem capacity " Same Same Satrie sante . ,~~-~e Same Same · . 

dbjeciive 3 
.. . 

a. COnsumpii0:n Of iarid . 
(acres) 42 21 20 23 22 30 36 32 

b, DiSplacement of 
rei;idents (unitS) 233 ls2 148 166 162 179 119 167 

c .. Displacement of 
businesSes· (uilits) 257 168 164 187 183 194 194 184 

d. Reduction of commUnitY . 

amenities Same Same Same Same Sail'le - Sante Same Same 

e. Disruption to fUture 
development same Sairie sarne Same Same Sallie Saliil'l Same 

f. Disruption t_? local . 

cii'ci.datiofi Same Same Same Same Same (2) (3) (I) 

g. Disruption from ConStr. 

actiVities Same Same Same Same Sume (I) (1) (I) 

h. savings in energy 

(miiiion galiyr.) 10.0 8.5 8.9 8.5 9.4 5,0 4.8 8.5 

i. Technical risk ' (3) (i) (2) (I) (2) (I) (I) (2) 

(cominued) 



TABtE 11.2:3 . Example of Comparison Matrix for AlternatiVe Syste_ms-(cont;mied} 
. 

Short 7-mi length Medium 14-mi length 

Fixed 
Busway LRT guideway LRT 

Objective 4 
a. Support regional dvlpmt. Same Same Same Same 

b. Support comm. dvlpmt~ Same · Same Same Same 

' 
Objective 5 

a. -Reduction air pollution 
(ton/yr.) 2,970 3,240 3,260 4,110 

-,_b. ~oiSelevel(dBA) 86-88 7.7-81 77 77-81 

c. Visual intrusion (3) (2) (1) (2) 

d. Vistas (2) (3) (1) (2) 

e. Historic sites Same Same Same · Same 
. 

Objective 6 
a. Reduce accident 

. 

exposure Same Same Same Same 

b. Security Same Same Srune Same 

Objective-;<:. . 
110% Interest rates 4% 4% 10% 4% 10% 4% 10% 

a. Total annual cost 
($million) 77.43 96.90 76.98 90.17 76.41 95.21 77.38 102.60 

b. Cost per,trip 56.2¢ 70.3¢ 55.5¢ 69.3¢ 55.1¢ 68.6¢ 54.1¢ 71.8¢ 

c. Benefit-cost ratio 2.24 1.50 2.28 1.55 2.31 1.58 2.40 1.47 

aNumbers in Parentheses show ranking of alternatives based on how well they met the objective. 

"rractical capacity for bU:sways\is unknown and assumed to be less than that for guided systems. 

cAll costs shown ru;e in 1975 dollars. ' 

Source: Urban Mass Transportation Administration [11.3]. 

Fixed guide 

Same 

Same 

4,150 

77 

(1) 

(1) 

Same 

Srune 

Srune 

·4% 10% 

76.26 101.01 

53.4¢ 70.7¢ 

2.47 1.51 

Long 23- and 28-mi lengths 

23-mi LRT 28-miLRT 23~mi F. G." 

Same Same Same 

Same Same Same 

' 

4,120 4,140 4,930 .. 

77-81 77~81 . 77 . 

(2) (2) 0). 
(I) (1) (2) 

Same Same Same 
I 

! 

(2) (2) • (1) . 

. Same Same Same 

4% 10% 4% 10% 4% 10% 

I 

85.73 116.66 90.73 124.84 86.51 117.48 ! 

59.8¢ 81.4¢ 63.3¢ 87.1¢ 58.5¢ 78.4¢ 

2.06 1.24 1.87 1.13 2.19 1.32 



538 Evaluation and Choice Chap. 11 

on the same time basis. Given an· appropriate lntefest rate, the present worth of benefits 
' (PWB) and the present worth of coSts (PWC), or their equal series cash-flow.equivalents, 

may be calculated. Chapter 12 develops the appropriate formulas that can be used for this 
task, which the reader may wish to review before continuing with the rest of this chaptel'i 

The net present worth (NPW) of an alternative is defined as the present worth of its 
benefits minus the present worth of its costs. Hence a positive NPW implies economic fea­
sibility. Another way of contrasting benefits and costs is the use.of the benefit-cost (B/C) 
ratio, in which case the economic feasibility criterion requires a B/C ratio that is greater · 
than unity. A third method of assessing the economic feasibility of an alternative is one that 
calculates the internal rate of return (IRR), which is defined as the interest rate that just 
equates benefits and costs, that is, the rate at which the NPW equals zero and.the B/C ratio 

-equals unity. This rate is then con1pared with:} predetermined minimum attractive rate of 
return (MARR) reflecting managerial policy and profit expectations to assess whether or 
not the project is attractive. 

11.3.3 Independent and Mutually Exclusi~e Alternatives 

Before disC·Ussing the-mechanics of economic evaluatio.ri of alt~matives, it is appropriate to 
explain several principles that are explicitly or implicitly encompassed by the final choice. 
First, the set of alternatives being considered should include the do-nothing, or baseline, 
alternative. Second, pilirs of alternatives ~an be either independent or mutually exclusive. 
Two alternatives are iitdependent when the selection of one does _Dot necessarily prohibit 
the selection of the other. !Wr example, a state department of transportation may be con' 
templating the provision of subsidies to the bus systems of two different cities .. Assuming 
that the necessary resources are available to the department, a decision to subsidize one city 

·does not necessarily eliminate a favorable outcome for the other. By contrast, a pair of alter- · 
natives are said to be mutually exclusive if the choice of one renders the other impossible. 
A metropoiitan transit authority engaged in the comparative evaluation of two technologi­
caUy incompatible transit systems on a single alignment is faced .with mutually exclusive 
alternatives, Third, the do-nothing. alternative and each of the do-something alternatives are 

\ mutually exclusive. Fourth, r!1e list of options under consideration includes all possible 



Part 3 . Transportation Impacts 539 

Bl + C 

G 
X 

No Do Bl B2 
:riothing 

< 
u 

1 A! Al +Bl Al-B2 " '5' -'" 
' 2 A2 A2 + Bl A2 +B2 

No 2 

Project B 

Figure 11.3.2 Alternative combinations of options. 

combinations of independent alternatives. For example, when two independent projects are 
being considered, the list of ava~lable options contains four entrie-.s~_ the do-nothing alterna­
tive, each of the two projects alone, and the- two in combination. When viewed in this 
manner, the four options are actually mutually exclusive, as it is not possible to implement 
one project alone and both projects together at the same time. The problem of economic 
evaluation and project selection becomes one Of discovering the alternative combination of 
feasible projects that maximizes the benefits io be derived frorn the expenditure of avail­
:'able resour'Ces. 

Example 11.1 

A regional planning organization is considering the following proposals: two mutually exclu~ 
sive alignm~ts for a highway in county A (projects A l and A2), two mutually ~xclusive align­
ments for a highway in county B (projects B 1 and B2), and ·a special transportation system for 
-handicapped persons in city C. What is the number of av.ailable options? 

Solution Cons'idering that with_ regard to the first and second highways, three possibilities exist 
(i.e., not building, selecting alternative 1, and selecting alternative 2) and that two choices are pos­
sible with regard to alternative C, the total number of proper com9inations is 3 _x"3 X 2 = 18, as 
illustrated in._Fig. 11.3.2. If any one of the-'projects is infeasible, the total nu-mber of options is 
reduced accordingly. If,Jorexarnple, alternative Al were judged to be infeasible, the total number 

. of options wOi.!ld'become ,3 X 2 X 2 =' 12. Similarly, if project C were found to be iitfeaSible, the 
remaining ·options would Dumber 3 X 3 X 1 = 9. 
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· 11.3.4 Evaluation of Mutually Exclusive Alternatives 

Considertw.<? mutually exclUsiVe d?-s6mething alt~rnatives with the following discounted 
bellefiis and costs: exPreSSed in millio~s of dollars. 

Alternative 

A 
B 

PWB 

1.8 
2.9 

J'WC 

l.2 
2.2 

NPW 

0.6 
0.7 

BIC 

1.50 
1.32 

According to the NPW criterion, alternative B is superior' to alternative A, but according to 
the B/C criterion, alternative A is better than altemative. B. This inconsistency between the 
two methods can be ·rectified by augmenting the B/C evaluation with an incremental 
analysis. To understand the rationale of incremental analysis, consider the simplified situa­
tion where the total $2.2 million is in hand and no other investment option is possible; that 
is, the available amount of money could be either expended in o-':le of the two prOjects or 
placed in a safe deposit box, where it would earn no interest. Under these assumptions the 
overall investment strateg!~s associated with each of the tWo alternatives are- (1) to invest 
$1.2 of the $2.2 million:in the less costly alternative A, which will return $1.8 million in ben­
efits, and place the remaining $1.0 million in the safe deposit box, which will return no addi­
tional benefits, and (2) to invest the entire $2.2 million in the more costly alternative, which 
will derive total benefits of $2.9 million. The present worth of the benefits resulting from the 
first strategy would equal $1.8 million plus $1.0 million, or $2.8 million, as compared to the 
$2.9 million associated with the ITlore costly, altemative. Hence ~illvesting in the second 
·option is the more prudent choice. Another way of stating the above is that the incremental 
ben~fits ($2.9 - $1.8 = $1.1 million) derived from the costlier alternative outweigh the 
incremental costs ($2.2 - $1.2 = $1.0 million) it entails, or that the incremental B/C ratio 
between the two options is greater than uhity. Thus when both alternatives are feasible in 
themselves, the incremental B/C ratio and the NPW criteria lead to identical conclusions. 
The incremental r~tio analysis of feasible options is conducted as follows: The feasible alter­
natiVes are listed acc()rding' to increasing cost, With the least costly alternative at the top of 
the list. If the incrementi:J.l -ratio between the first two entries is greater than unity, the more 
C'ostly alternative is selected; otherwise the less costly alternative is retained. The chosen 
alternative is. then ~ompaied with the next list entry and the procedure. continues until all 
alternatives have been considered and all but the best alternative have been eliminated. · 

Example 11.2 

The benefits and costs associated with the foll_owing five mutually exclusive ~lternatives: have 
been discounted to their present worth _and the alternatives have been listed according-~to 
incre'asing cost. Apply" t.I-re B/C ratio methol tp select the best option. 

Alternative PWC PWB B/C 

A 100 150 1.50 
B . 150 190 1.27 
c 200 270 1 1.35 
D 300 290 0.97 
E 320 350 1.09 
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Solution After forming the B/C ratio, a~temative Dis found to be-infeasible. arid therefore is 
· dropped from further consideration.- The incremental B/C between A and B is (190 - '150)/ 
-(150..:..... 100) ·= 0.8, and the-~os.tlier alternative B is dropped. The-incremental ratiobetween A 
imd tbe next feasible alternative in .the list (i.e., C) is equal to(270 - ·150)/ (200 - l 00) = 1.2 
and C -~s- faVored ·over A. Finally, the comp·arison between C and E yields an incremental 
rado of 0.67~ ·since this is less than_unity, the less costly alternative Cis retained as the best 
option. 

Discussion Alternative C has been selected even though alternative A .has a larger-individual 
B/C ratio. It can easily be shown that the NPW criterion leads to the selectiOn of thepme alter­
native. The incremental ratio analysis must be p~eceded by an individual ratio-analysis to elim­
inate all_infeasible alternative's. If the incremental ratio analysis were to be·. applied directly to 
a list that happened to cpntain only infeasible alternatives, it would result in the selection of the 
least infeasible without any indication that the selected ·option is in fact infeasible. Serious 
problems related to this point arise in situations where,-for-practical reasons; the benefits and 
·costs of do-something alternatives are· cal_cul~ted relative to the do-nothing alternative. For 
example,' travel time or fuel ·savings are often consldered to be benefits aS~odated·-with pro­
posed highways as compared to the do:..nothing alternative. In that case the' B/C analysis .is an 
incremental analysis from the start .. Tn illustrate this point, c~nsider the folloWing simple 
example: The benefi_ts and costs associated with·an existing highway (do-nothing) and a pro-
posed highway are: · " 

Alternative 

Existing 
PrOposed 

PWB 

1.2 
1.9 

PWC 

1.8 
2.4 

Clearly neither of the two is feasible. However, if the benefits and costs of the_ proposed 
highway were to be reported orily in relation to the do-nothing alternative, the proposed project 
would have an appearance of f~asibility and- an incremental B/C ratio.of 1.17. Moreover,.the 
NPW of the relatiVe benefits and cOsts would also be misleading. To avoid problems of this 
nature; ways of measuring benefit<; and cOsts in absolute rather than relative terms hi.we beeri_ 
proposed. One such· method is based on the theory of consumer surplus [11.4], but although 
'conceptually attractive, these attempts are not without practical difficulties. 

11.3.5 Identification and Valuation of Benefits and Costs 

The conduct of ecQ.nomic evaluation procedures for the selection of the best alternative 
requires the Conversion or valuation o.f quantified impacts to monetary terms. ImpaCt :valua­
tion presents varying degrees of difficulty. Some impacts, such as construction and mainte­
fl:;mce costs, are already .expressed in monetary tenns. The rest must be translated into 
monetary equivale~ts. As a'n illustration, Fig. 11.3.3 presents a family of curves suggested 
by a 1977 AASl!TO manual [11.5] for the conversion oftravel-time savings to dollars. These 
curves are based on extensive economic explorations into the matter, and unlike earlier ver­
-siOns, Which ~ssumed a linear relationship between time saved and dollar valut; it:respective 
of trip purpose, the 1977 version provides for a nonlinear relationship and a sensitivity to trip 
purpose. A linear relationship at, say, $1.50 or,$2.80 per hour saved would be highly inap­
propriate if millions of daily trips, each saving a few minutes, were to be simply added 

. together. According to Fig. 11.3.3, such small time savings ;rre insignificant individually. 
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Figure 11.3.3 Value of time saved by trip purpose. 
(From A .Manual on User Benejit Analysis and-Bus 
Transit Improvements, Copyright 1977-, by Ameri_can 
Association of State Highway and Transportation 
Officials, Washington, D.C. Used by pennission .. ) 

Other impacts of transportation .projects (e.g., effect on rural lifestyles or aesthetics) are 
"much mor~ difficult to quantify, let alone express in dollar equivalents. Howe~er, in order to 
.be. included in a B/C economic evaluation, they must be quantified and valuated. 

11.3.6 Limitations of Economic Evaluation 

The foregoing commentary brings to light the fact that economic efficiency analysis is not 
_as objective as it may seem at first glance. Its strongest advantage is that it provides a useful 
quantitative but .partial picture of the· sUbject matter. Its major limitations may be classed 
int.o problems.-of impact enumeration, valuation, and distribution. The selection of an appro­
priate ·interest_rate and the treatment of price inflation and deflation are also problematk. 

The question-of impact., enumeration refers to the fact that not all impacts considered 
: to be important can be included in the analysis. Even though no evaluation technique can 
possibly include all ramifications of major transportation projects, ec~motrtic- efficie11cy 
ruialysis further restricts ilie admissible set. -

The problem of impact distribution refers to the fact that the benefits and costs are 
distributed unevenly between individuals and groups. For example, some persons may have 
tO relocate their residences or businesses to permit the construction of a highway that could 
result in travel time and fuel savings for another group, the users of the new highway. Sim­
ilarly, it may be ·argued that subsidizing a public transportation system entails the talcing of 
tax do!lars from everyone in order to enhance the mobility of the few that ride the system. 
In this connection the first piece of .federal legislation to require a B/C analysis for public 
projects eXplicitly stated that public projects are justified: · 
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. -if the benefits to whomsoever .they maY accrlJ.e are in excess of fue estimated costs 
(!ll.6], emphasis added): 
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.Of course, :counterarguments :are possible in both examples ju:st dted; but this is not 
the proper place to address them. It is Clear, however, !hat those who perceive .that they will 
be adversely .affected•by a proposed project a.renot obliged<o acq.uiesce on tlu? .grounds.that 
the calculated overall B/C ratio is greater than unity. 

11.4 EFFECTIVENESS ANALYSIS 

11 .. 4.1 Background 

The preceding discussion has pointed out that even when. they can be quantified in terms of 
specific measures of performance the various impacts associated with proposed alternatives 
are often difficult tn express in monetary terms. Effectiveness, which has been defined as 1he 
degree to which the performance of an alternative attilins its stated objectives, seeks to rectify 
this problem by explicitly accounting for such impacts and providing a framework wi1hin 
whicb these impacts can be dearly defined and traded off via the choice of alternative. The 
effectiveness approach to evaluation and decision making is founded on the .axiom that more · 
informed, and hence better, decisions would result if the decision-makers were presented with 
the maximnm amount of available information about the subject. Within this framework the 
basic role of the analyst becomes more concerned with facilitating the decisiO!l-making 
process by devising well-organized ways to summarize and transmit to the decision-makers 
the data required for the decision and less concerned with applying a specific technique that 
presumes to determine unambiguously the :'best" alternative. At !he same time the role of !he 
decision-makers becomes more demanding as they are given the added responsibility of ulti­
JI1ately assigning relative values to the merits and demerits of the al1ernatives being consid­
ered. The vast technical literature on specific techniques that may be used to measure 
effectiveness (ranging from purely subjective to highly quantitative) as well as the decision­
making processes and !he institutional structures for which these techniques are best sui1ed 
spans severill disciplines. Only the basic elements of effectiveness analysis are discussed here. 

11.4.2 CostcEffectiveness 

The application of economic efficiency methods to public projects had its origins in the 
civilian sector and the provision flood protection. Cost-effectiveness on the other hand was 
ftrst applied in cOrinectioJl with the evaluation of military systems. In its strictest sense cost­
effectiVeness was an extension of the principles of economic efficiency, as it was concerned 
with maximizinll,the returns (in terms of effectiveness) of public expenditures described in 
terms of the monetary costs associated with the life cycles of proposed systems. The fol­
lowing simple example illustrates the essence of the method. 

Suppose that !he administration team of a university (i.e., the decision-making body) 
is faced with the task of selecting a new computer system for the college of engineering. 
Because tbe system is to l:>e used primarily for undergraduate instruction, it has been agreed 

-~that" the system should maximize the number of users it can accommodate· simultaneously 
and !hat this number must be at least equal to !hat supported by the existing system. On the 
other hand, the administration has established a maXimum cost constraint aS well. Several 
computer manufacturers responded to a request for bids with the six mutually exclusive 
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Figure 11.4.1 Example of cost versus 
effectiveness. 

proposals shown in Fig. 11.4.1. In accordance with the agreetl'upon rules, alternative A 
would be dropped because it fails to meet the minimum effectiveness level and alternative F 
would be eliminated as -its costs exceed. the. rhaximum available_ reSources. Furthermore, 
alternatives B and c' and the do-nothing alternative would also be eliminated, as they cost 
at least as much but offer no better level of effectiveness than alternative D.The final choice 
would rest between alternatives D and E and would involve a trade-off between dollars and 
the number of potential users. This choice is an incremental consideration, but ~like the 
incremental analysis applied to the B/C ratio, the relative worth of the two impacts being 
traded off would be implicit in the final choice. The choice ofalternative E would imply 
that .the extra benefits· are at least equivalent to the extra .costs required. Conversely, the 
,selection of alternative D would carry the implication that the worth of the incremental 
effectiveness associated with alternative E is less than the worth of the incremental dollar 
costs.it would entail. 

The problem of selecting the best computer system would be further complicated if 
the system's effectiveness were multidimensional, for example, if the availability of engi­
neering software (however measured) were also considered to be important. Thus, a's the 
dimensions of effectiveness increases, so ,does the complexity of determining the relativ.e 
worth of the alternatives (i.e., evaluating them). Consequently an individual decision-maker 
soon becomes overwhelmed with vast amounts of often-conflicting information. The matter 
becomes worse as the number of individuals constituting the decision-making group 
increases. Hence a need arises to organize the available information and to establish proce­
dures that aid the attainment of consensus. 

Seyeral ways by which the relative assessment of alternatives ma,y be accomplished 
are a• follows: . 

1. The decision-makers select the best based on their unexpressed subjective judgments. 
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2. Aided by the analyst,, 'decision-inakers. rank alternative options in an ordinal sense 
(i.e:, A is better than B)-and make selection by one of several rank-ordering proce­

. dures. 

, 3. Aided by the analyst and other sources, the decision-makers assign a score (usually 
based on the relative weights of impacts) to each alternative and select the one with 
the highest score. 

11.4.3 Rank-Ordering Techniques 

A rank-ordering technique with obvious application to the topic is one that Sage [11.7] 
treats with mathematical formalism and which has been applied in several variations by 
others. In simplified form the method works as follows. . · 

The 'decision-maker, faced· with n alternatives, is asked to compare them in pairs 
according to a contextual relationship, such as ''alternath;e i is superior to alternative j." 
After the decision-maker has completed the consideration of all pairs, the following rules 
are exaroined to ensure consistency: .(I) An alternative cannot be superior to itself. (2) If i 
is superior toj, thenj cannot be superior toJ. (3) If i is superior toj andj is superior t(}k, 
then i is superi9r t? k. If the decision-maker violates any of these rules; an inconsistency is 
detected that should be resolved. 

Example 11.3 
I 

Consideriilg four options, a decision-maker has completed the following array by placing a 1 
~n cell (i, j) if the answer to the questiOri "option i is superior to option j" was affirmative. and 
a 0 otherwise. Check for any inconsistencies in the decision-make(s logic, and if none are 
found, identify the rank ofder of the four options .. 

A 
B 
c 
D 

j 
A 

0 
1 
I 
0 

B 

0 
0 
1 
0 

c 

1 
0 
0 
0 

D 

1 
1 
0 

Solution The dia'gonal elements are aU 0, as expected. However, A has been designated to be 
· superior to C at the same time that C was considered to be superior to A. Moreover, a ci;.cu­
larity existS between A, B; and C: B was considered to be superior to A, C superior to A, and 
C superior to_ B. 'Therefore a defect in the assessment is revealed. The same conclusion may be 

· reached by dt:@wing the directed graph shown in Fig. 11.4.2, where each arrow is directed from 
the inferior to the superior optio~. 

Example 11.4 

Assume that the inconsistency of Example 11.3 was pointed out to the decision-maker and that 
after considerable thought the decision-maker revised the original assessment by rating option A 
inferior tq option C. Revise the solution of ExamPle 11.3. 

Solution The revised directed graph is shown.in Fig. 11.4.3. Furthermore, by eliminating 
. redundant arrows (e.g., from D to C), a clear. rank order emerges. 
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F.~g:u.r.e 11..4.2 Graphic identification of 
rank-ordering deficiencies. 

Figure il.4.3 Clear' rank order. 

Discussion This m~thod produces a consistent ranking of the options based on the sub­
jective judgment of the decision-makers that can provide guidance to the discovery of 
inconsistencies that need to be clarified and resolved. When the decision-making body con­
sists of many individuals, an overall compromise must be made. One way of accomplishing 
this is the method by which the "number 1 college football team" is selected in the United 
State...;;: A panel of experts (i.e., football coaches and sports reporterS) are asked to rallk the 
top teams and the team-that receives the most first-place votes-is ranked as being the bCst. 
Alternatively, each.first-place, second-place, and so on, vote is weighted and combined to derive 
an overall score. . , , 

Table 11.4.1 iiJ.ustrates the application of the ranking techniques to eight alternatives , 
considered in the 19.791-lonolulu study, which is described in subsection 11.2.3. Note that the 
number of firsts, seconds, and thirds have been tabulated as well. Table 11.4.2 is a similar sum-

. mary ofrankings for the baseline alternative, an alternative consisting of a combination ofTSM 
strategies and a' 14~mi-long fixed-guideway rapid-transit alternative. Table 11.4.3 presents 
some details relating to the basis on which several of the rankings of Table 11.4.2 were derived. 



TABLE 11.4.1 Sumniary of Rahkings for Eight .Alternatives 

7 14 23 28 23 
mi mi mi mi ruj 

Bus.: LRT FG' i LRT FG' LRT LRT FGa 

Objective I 
a. Availability & coverage - - --, - - - - -
b, Avg. trip time (min.) 2 1 1 - - 2 3 ' 1 

c. Service reliability 2 1 1 - - 2 2 I 

d. Rider convenience (transfers per trip) I 4 2 - - 2 1 2 

e. Rider comfort 2 I 1 ,- - - - -

Objective 2 I 
a. System patronage 2 1 1 - - 2 2 1 

b. System capacity 2 1 I __; - - - -

Objective 3 
a. Consumption of land (acres) 3 2 I 2 I 2 2 1 

b. Displacement of residents (units) 3 2 1 2 I 2 2 1 

c. Displacement of businesses (units). 3 2 1 2 1 2 2 I 

d. Reduction of communitY amenities - - - - - - - -

e. Disruption to future development - - - - - - - -

f. Disruption to local circulation - - - - - 2 3 1 

g. Disruption from constr. activities - - - - - 1 2 1 

h. Savings in energy (million gal/yr.) 1 3 2 2 I 2 3 1 

i. Technical risk 3 1 2 1 2 1 1 2 

Objective 4 
a. Support regional development - - - - - - - -

b. Support comm. development . - - - - ~ - - -
. 

Objective 5 
a. Reduction air pollUtion (ton/yr.) 3 2 I 2 1 3 2 1 

b. Noise level (dBA) 3 2 I 2 1 i 2 1 

c. Visual intrusion 3 2 1 2 1 2 2 I 

d. Vistas 2 3 1 2 1 I I 2 

· e. Historic sites - - - - - - - -

Objective. 6 
a. Reduce accident exposure - - - - - 2 2 1 

b. Security - - - - - - - -

Objective 7 . 

' 
a. Total annual cost 3 2 I 2 ' 1 1 3' 2 • . 

b. Cost per trip 3 2 1 2 1 2 3 1 

c. Benefit-cost ratio 3 2 1 2 I 2 3 1 

No. of firsts 2 6 15 I 11 4 3 15 

No. of seconds 6 10 3 11 1 14 10 4 

No. of thirds 10 2 ,o 0 0 I 6 0 . FG - fixed gUideway. 
Source: Urban Mass Transportation Administration [J·I.3]. 



TABLE 11.4.2 Summary of. Ran kings: s·aseline, TSM, and Fixed Guideway 

Approach A 

> 14-mi. 

E~aluation factors Baseline TSM f1xed gwy. 

Objective I I 
a. Availability & coverage 2 1 1 

b. Avg. trip time 3 . 2 1 

c. Service reliability 3 2 1 

d. Rider convenience 2 2 1 

e. Rider comfort 2 2 1 

Objective 2 
a. System patronage 3 2 1 

, b. System capacity 3 2 1 

ObjeCtive 3 .· 

a. Consumption of land 1 2 3 

b. Displacement of resident<; 
.· 

1 1 2 

c. Displacement of businesses 1 2 3 

d. Reduction of community amenities 1 1 2 

e. Disruption of future development 1 l '• 2 

f. Disruption of local circulation 3 2 l 

g. Disruption from constr. activities 1 1 2 

h. Savings in energy 3 2 1 

. i. Technical risk 1 1 2 

Objective 4 
a. Support regional development 2 2 1 

b. Support comm. development 2 2 •1 . 

Objective 5 
a. Reduction air pollution 3 2 1 

b. Noise level 2 2 1 

c. Visual intrusion 1 1 2 

d. Vistas 1 1 2 

e. Historic sites 1 1 2 

Objective 6 
a. Reduce accident exposure 3 2 1 

b. Security 2 2 1 

Objective 7 • a. Total annual cost 1 2 3 

b. Total annual cost per trip 1 2 3 

c. Benefit-cost ratio - 2 1 

"lo. of firsts .· . 12 9 16, 

No. of seconds . 7 19 8 

No. of thirds 8 0 4 

Source: Urban Mass Transportation Admm1strat10n [11.3]. 



TABLE 11.4;3 COmparative Evaluation -Matrix: Baseline, TSM, and Fixed 
Guideway 

Approach A 

/ 
14~mi. 

Evaluation .factors Baseline TSM fixed gwy. 

Objective I 
a. Availability & coveragea (2) (1) (1) 

b. Avg. trip time (min) 40.7 40.1 33.7 

c. Setvice reliabilitt \ (3) (2) OJ 

d. Rider convenie!lcea 
. 

(2) (2) (1) 

e. Rider comfort (2) (2) (1) 

Objective 2 
a. System patronage-1985 (million/yr.) 64.7 83.6 102.4 

b. System capacitya (3) (2) (1) 

Objective 3 
a. Consumption of land (ades) \ - 3 22 

b. Displacement of residents (units) - - 162 

c. Displacement of businesses (unitst - 2 183 

d. Reduction of community amenitiesa 
/ 

(l) . (1) (2) 

e. DiSruption of future development3 (1) (l) . (2) 

f. Disruption of local Circulation a (3) (2) (l) 

g. Disruption from constr. aciivitiesa . (1) (l) (2) 

h. Savings in energy (million _ga1Jyr.) - 0.9 4.5 

i. Technical risk2 (l) (1) (2) 

Objective 4 
\ 

a. Support regional development'" (2) (2) (I) 

b. Support comm. -developmenta (2) (2) (1) 

Objective 5 
a. Red~ction air pollution (ton/yr.) - 220 2260 

b. Noise level (dBA) 86C88 86-88 77 

c. Visual intrusion<~ (l) (1) (2) 

d. Vistas<~ (1) (I) (2) 

e. Historic·sitesa (!) (l) (2) 

Objective 6 -
'a. Reduce accident ·exposure'"" (3) (2) (I) 

b. Securitya (2) (2) . (I) 

Objective 7 ·" 
a. Total annual cost\> -1985 ($million) 32.9 45.0 66.2 

b. Total annual wst per trip($}_ 0.508 0.538 0.647 

c. Benefit~cost ratioc - 1.12 ' 1.13 

aFor comparative measures, .alternatives -are :ranked in the (l'rder of how well they met the 
objective. 

I> All Costs based on ·constant 1975 ~liars .and .an interest rate of 7%. 
cBased on constant 1975 dollars. 

SourCe: Urban Mass 'Transportation ¥mini-stratioo fll.l]. 

.\ 

. 
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· 11.4.4 Scoring Techniqlles 

The objective. of scoring techniques is the assignment of meaningful grades to the alterna­
tives in a manrierthat reflects the degree to which they differ from each other. Numerous 
scoring techniques and procedures are reported in the technical literaturec The following 
discussion is an amalgamation of these methods, emphasizing their rationale rather than an 
in-depth examination of any one in particular. 

Figure 11.4.4 is an expanded version of the generalized. impact matrix. of Fig. 11.4.1 
as it relates to one of the alternatives h\'ing evaluated. The impacts that are considered to be 
relevant to the evaluation are listed in the first row of Fig. 11.4.4. Related impacts are com­
bined into a smaller nuinber of evaluation criteria, which are themselves combined to yield 
the alternative's overall score. Conceptually the combination of a set of impacts into a cri­
terion is identical to the derivation of the overall sCore from a set of quantified criteria. Fur-­
thermote, the evaluation of very complex systems-may require more than the three levels of 
aggregation illustrated. At the other extreme· the simplest case involVes a scoring stheJ?le 
that is based on a single criterion, which is identical to. a single impact. A slightly more com­
plex case entails a single criterion that is composed of several irhpads. The compoS;ite grade 
of any criterion involves the following steps: 

1. The impacts that constitute the criterion are identified and quantified, usually on dif­
ferent scales of measurement. 

2. The quantified impacts are placed ori the same scale of measuremerrt. 

3. T?e scaled impacts are assigned relative weights and combined. 

Impact 
1,1 

Criterion 1 

ImpaQt 
2,1 

Overall Score 

Criterion 2 

Impact 
k,2 

Figure 11.4.4 lmpacts, criteria~ and overall score. 

CriterionN 

Impact 
M,N 
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Fo~ instance, the NPW .. whicb incorporates the net effect of many impacts, may serve · 
as one of several evaluation criteria. As explained in Section 11.3, the NPW of an alterna­
tive is derived by first predicting .the likely impacts of the alternative (step 1), translating 
.the disparately quantified impacts'to dollar equivalents (step 2), and weighting them equally 
as if they were in fact dollars (step 3). The general scoring methods discussed here allow 
for(!) the use of a common &cale other than a monetary scale and (2) the assignment of 
unequal weights to the impacts. This is the essenthil difference between measures of eco­
nomic efficiency on one hand and measures of effectiveness on the oth~r. 

Example 11.5 

An elected official wishes·to evaluate three transportation proposals on the basis of three cri­
-teria: economic worth, aesthetic quality, and electorate reaction. The ecOnomic worth of the 
alternatives is· measured by their NPW, which has been calculated by' a consulting firm 
according to accepted practice._ The aesthetic attributes of the alternatives have been assessed 
by a survey conducted by· a marketing research coinpany and is measured by the percent of 
respondents that are pleased with each alternative: The'·probable electorate reaction ha.-: been 
reported by the official's staff, 'who maintain contacts with the voters in the official's district. 
The following table summarizes the available information: 

NPW Aesthetics 
Alternative (millions of dollars) (%) Electorate 

A 6 70 Neutral 
B 13 40 Favorable 
c 14 90 UnfavOrable 

Solution Three possible ways of scoring are presented: 

1. Combined rankings. The alternatives may first be ranked according·to each criterion 
from the.worst (i.e., fOwest ranking) to thebes~ (i.e., highest ranking), and a composite 
score may be derived by summing the rankings of each alternative. Thus 

(I 1.4.1) 

where.... 

si score of alternative i 

Rii rank ofalternative i with respect t6 criterion j 

For tl},e current example the scores of the three alte~atives become: 

Alternative· NPW Aesthetics Electorat!! Score 

A I 2 2 5 
B 2 I 3 6 ' 
c 3 .3 I 7 
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'This method applies equal_weights to the <:riteria. Moreover, it is oblivious to ~e degree 

to Y:'hkh the alternatives diff~r from ·eae;h·other with respect to each criterion. 

2. Weighted ra~kings, The criteria may be assigned ;elative weights, which will affect the 
cOntribution of each-.criterioh to _the ,O~~rall scores: 

(11.4.2) 

where wJ is the relative weight of.criterionj. Assuming that the official considers satis­
fying the electorate to be four times as important a~ aesthetics and twice aS important as 
economic worth~ th<it is, 

w(NPW) = 2 w(aesthetics) = l w(elect.) = .4 

the scOres Of three alternatives beCome: 

Alternative· 

A 
B 
c 

Score 

2 X 1 + l X 2 + 4 X 2 = 12 
2 X 2 + 1- X. 1 + 4 X 3 = 18 
2 X 3 + 1 X 3 + 4 X 1 = 13 

The weights assigned to each criterion are reflected in the overall score of the alterna­
tives. However, the problem of-scaling the magnitudes associated with the-alternatives 
with respeCt to each criterion still remains unsolved. Thus the differences in NPW 
between alternatives A versus B on one hand and B versus C on the other are not cap­
tured by this method. 

3'. Scaled criteria. The three criteria uselin thls example are measured on different scales: 
The NPW is a quantitative measure that is unbounded at either end. The scale that has 
been selected to measure aesthetic qualitY ranges from 0 tO 100. Finally, ele~tor reac­
tion has bee·n reported on an ordinal S'cale. It the three criteria are to be combined into a 

single score, they must be placed on a common scale. For the sake-of illustration, con­
sider a Common ordinal scale ranging fro'm 0 to 100. The criterion relating to aesthetics 
is aJready measured on this scale. The NPW of each alternative may be mapped onto the 
common scale by assigning a grade, say 90, -to alternative C and proportioning accord­
ingly the grades of the oth~r two. With reSpect to the third criterion, neutral reaction may, 
be used as an anchor midway on the scale. 

'Alternative 

A 
B 
c 

NPW 

40 
85 

. .00 

Aesthetics 

70 
4() 

90 

Electorate 

50 
80• 
40 

Score I 

!60 
205 
200 

SCore II 

350 
580 "" 
450 

Two scores are shown in this table. Score I was derived using a function similar to'Eq. 
11.4.1 with the criteria levels associated With- each alternative replacing the raw rank­

ings. S;ore II is based on a weighting scheme, as in Eq. 11.4.2. 
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Disc!,~ssi9n This example-illustrates the mechanics of only four. out of a very large nUmber of 
possible scoring techni(jue~. Theoretically inclined individuals may even be tempted to apply 
'orie or more ofthe scoririg techniqUes described here to combine 'the various scores derived 

- above intO a ·super sCore, -but such-a process has no bounds. The potential for an infinite number 
-of scori)lg variatiOns, each lead_i~g to a different decision, may give to the process the appear-
~mce.of capriciousness or'arbitratiness. But no evaluation technique can be an end in itself. Thus 
the usefulness of any technique lies in its ability to help organize the decision-making process 
in an-explicit and systemic way and not in its ability autoinatically to yield-an unequivocable 
result. This presupposes a predisposition on the part of the decision-maker to participate actively 
in all stages of thC process, including the identification of impacts· and criteria, their scaling and 
weighing, and_!.:lltimately the final decision. As to the choice of technique, it is largely situa­
tional, deperiding on the quantity and quality of the available information. 

11.4.5 Group Consensus 

Perhaps the majOr wurce of difficulty associated with effeCtiveness analysis is the depen­
dence on the subjective judgment of the decision-maker. ThiS dependence is often moder­
ated by the reliance on decision-making bodies that consist of m~ny individual~. But 
precisely becau·se of the differences that exist between individuals, g'roup deci_sion making 
requires the attainment of grOup consensus. Traditional means for reaching consensus 
include group discussion, debate, arg-Qmentation, and brainstorming. The advantages of 
.these methods include the exposure. of the group to differing po'ints -of view. A major draw­

.' back is that certain indiyiduals tend to dominate the process because of rank, strength of 
conviction, or persuasive ability. Several methods that attempt- to eliminate this difficulty 
have been devised. Theoretically the group's consensus may be revealed by statistically 
summarizing the responses of the members of a panel to th~ questions required by the 
ranking and scoring techniques discussed previously. The delphi method, originally pro­
posed by the Rand Corporation [11.8], encompasses several procedures that attempt to 
facilitate collective decisions via a series of questionnaires administered to all members of 
a panel and accompanied by summaries of the panel's earlier responses. The final decision 
is enhanced by anonymity. equal treatments of all points of view, ~nd the fact that the par­
ticipants are free ·to revise their positions. 

11.5 Summary 

In this chapter we inti-oducec;l_ the concepts of project evaluation and described tht:; elements 
. of some commonly used methods that can aid the evaluation .. of alternat,ive courseS of action 
and can facilitate the selection ofan alternative for implementation. The complex nature of 
tfansportation-related decisions was conveyed ·only by implication because ·a detailed 
examination of the political, legislative; and judicial reverberations of tranSpOrtation deci­
sions is beyond the scope of this introductory book. 

Evaluri.tion methods were classified into economic efficiency meihods and-effective­
ness .methods. The fofmer require that the quantified impaCts. that are relevant to' evaluation 
:should be translated into money equivalents and treated as such. The traditional economic 
efficiency evaJuation measures of net present worth and B/C analysis were then described 
and illustrated. Finally, the case was made for expanding ihe evaluation framework to incor­
porate impacts ~hat are either impossible or diffic~lt to quantify in. terms of dollars. Within 
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this expahdCd framework various measures of effectiveness as well as measures of eco­
. nomic efficie.ncy can serve as eVaiu~tive·criteijcl for .the ranking and scoring of alternatives. 

EXERCISES 

1. Drawing on the store of knowledge you have qmassed so far, discuss the contents of Table 11.2.1. 

2. Discuss several possible ways·by which each of the travel, operatirlg characteristics, and costs 
listed in Table 11.2.2 could have been estimated. Be as specific as you can. · 

3. Referring to Table 11.2.2, explain why the projected total daily transit patronage is different for 
each transportation alternative studied. Which part of the sequential travel-demand-forecasting 
methodolOsy do you think produced these results? Explain specifically the most likely model 
variables that capture this effect. 

4. In reference to Table 11.2.2, why do you think the estimated daily trips on the 7-mi fixed­
guideway alternative are the same as those corresponding to-the 7-mi LRT7 

5. Perfonn an incremental. B/C analysis of the alternatives listed in Table 11.2.3, assuming an 
interest rate of 4%. Why is, the interest rate important in the B/C ratio method of evaluation? 

6. Repeat Exercise 5 assuming an interest rate of 10%. 

7. With reference to objective 7 of Table 11.4.2, why was not the B/C ratio of the baseline alterna­
tive reported? What implicatiOn can this fact have on the feasibility of the other two alternatives? 

8. Perfonn an incremental analysis of the three alternatives listed in Table 11.4.3 .and discuss your 
' results. 

9. Determine the preferred alternative of a deciSion-maker who has completed the following array 
on tlie basis .. of the contextual relation~hip alternative I is better than alternative j. 

10. 

j 
A B c D 

A 0 0 0 0 
B 1 0 0 
c 1 1 0 
D 0 0 0 0 

Using the data given in Table 11.4.2 
(a) CalCUlate the simple combined rankings score of each of the three. alternatives with respect 

to each of the seven objectives. . 
(b) ·Rank the alternatives for each objective according to the scOres derived in part a. 
(c) Apply the siniple combined rankings techniqlle to the results of part b. 
(d) Use.the following weights to ~alculate the weighted-ranking scores derived in part (b):,_. 

• 
1 . 2 

w 2 4 
3 4 5 

4 5 
6 7 
2 7 

Explain any assumptions that you felt were necessary ·i9 complete this exercise and explain why 
a universally applicable effectiveness analysis method is not p.ossible. 

I 
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11. Tirree alternative plans (A, B, and C) liave been ranked with respect to four criteria (I to IV) as 
fOllows: 

A 
B 
c 

2. 
1 
3 

II 

l 
2 
3 

III 

3 
2 

IV 

2 
1 
3 

where 1 means the best. Apply the single Combined-rank.ings technique to derive an overall score 
for each alternative. 

12. Given the following weights for the four criteria of Exercise 11, compute the weighted'-ranking 
scores for the three-altern_atives. · · 

w 2 
II 
4 

Ill IV 
2 

13. Discuss the steps you would follow in order to apply 'the B/C ratio method to evaluate alternative 
highway~safety prop.osals Consisting of 'a11 possible combinatiOns of 12 accident-reducing 
actions, such as signalization, curve widening, street lighting, and so,on. 

14. Froni the govemm~nt documents section of )rouf school's library, obtain a planning study for a 
major transportation action and report on the evaluation me~od employed: 

15. Discuss the possible differences in the- perspectives of an environmentalist, a construction firm 
president, and a federal judge regarding a proposal to build a multilane highway through a con­
servation district. Use Appendix A as ·a guide to your answer. 
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1'2 
Elements of Engineering~ 

Economy 

12.1 MONEY AND ITS TIME VALUE 

Money's raison d'.etre is its acceptability as a medium of exchange. It can be used in exchange 
for goods and serv\ces much more efficiently than the direct trading of goods and services 

. (i.e., barter). Because money can be used for the purchase of many items, it can serve as a 
standard of value for them, at leasdn a relative ·sense. Because it can retain the ability to be 
exchanged for other commoditi~s ·at various times, money is also a store of value. 

In one view the term value of a commodity is synonymous with the number of mon..: 
etary units (or the price) that it commands. Others use the term value to refer to the degree 
to which a particular good or service satisfies the needs of individuals and employ the tenn 
utility to clarify this difference. The fact is that such a difference between price and utility 
exists and that the term value is often used for both. The context in which it is used com­
monly clarifies the connotation intended. 

Often the value of money is defined as the reciprocal of the prices of the goods and 
services for which it can: be exchanged. Thus, if for various reasons the number of monetary 
units (e.g., dollars or yen) reqUired to obtain a given item were to increase, the situation could 
be described 'as either an increase in the price of that item Or, conversely, a decre3..o;;;_e in the 
value ofthe monetary unit. A major difficulty associated with this definition for the value of 
money lies in the fact that>Jt:he prices of the myriad of goods and services that are daily 
exchanged in markets do not all behave in the same way. The prices of some may be on the 
d~crease, whereas the prices of Others are either stable or increasing. These price changes are 
caused by many conditions, including changes in the quantities demanded, technological 
breakthmugh,s that result in more efficient or less costly production methods, and changes in 
the availability of resources (or factors 'of production) th)'ough depl~tio~, new discoveries, or 
eve,n catastrophic events such as wars. To complicate matters, the supply of money in the 
form of currency and credit also affects prices. Even though the prices of individual goods 
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and services vary differentially, the. general behavior of prices may; nevertheless, be 
des~ bed by. seveial indicators. TI:te: most wen known of these. indicators. is. the: consumer 

. price index (CPl}, which is cOmpiled by the U.S. Bureau of Labor Statistics to· capture the 
·price changes of a combination of goods that the typical family considers essential. When 
the general price level is on' an upswing,. the economy is sai\1 f6•experience price inflation. 
When prices are falling, the economy is .. in a. deflationary period: The value of money "' 
defined. in this. way decreases- with price. inf1ation and increases with price: deflati;0n. 

People and firms, exchange goods and_ services.. in order to- _I1Ja:ximize- the satisfaction 
(i.e., utility) they derive from them. Forexamp;le,.firms give up: money (and, indirectly, other 
goods and. Services) to purchase the serviceS of employees and needed factors ofproduction 
for the purpose of deriving profits frorn the sale of the goods and services they produce .. 
Exchange is· possible because the utility that individuals· and other economic entities attach 
to the items being exchanged is not identical. Roth parties to the exchange give UE something 
they consider less desirable for something \hey' consider more desirable. Since, as a store of 
Value; money s.tancis· fof-the opportunities·"It 'i-epreserits tO Consumers .and-producers;_ it is 
imbued with the charactetisti~ shared by all commOdities, including the ability to satisfy 
human wants, that is, utility. As a major factor of production, it canies. the ability to earn 
profits, and .this earning power of money is reflected in the time value. of money. Simply 
stated, a' dollar in hand at present is not the same as a dollar in hand at smne future date 

-because in the future the present dollar would he incremented by the return it would earn in 
the meantime. Economic eiltities are willing tO borrOw arid·ten&money at a premium becilU.se 
of the various profit-making opportunities they ateable to pursue. Typically the lender is sat-

· isfied with the "rental" to be receivectfrom a botTower for the use of the lender's money, 
whereas the borrower is looking for an opportunity to put the borrowed money to some use 
that would ghln for the borrower a satisfactory profit above the cost of "renting" the money: 

~ ' - ,-~-

12.2 INTEREST AND DISCOUNT 

~e preritium paid or received for the use of money is known ·as interest. The rate at-which 
interest accumulates (i.e., the. interest rate) is quoted as the perCentage gained over a spec­
ified time period;· known as the iriterest period. Thus the interest rate relateS a sum of money 
presently in hand to its equivalent sum at some future date. The rate that relates.a sum of 
money at .some future date to _its equivalent at present is known as the diScount rat'e. 

The value of money is affected by price instabilities .. Consequently theTnleresrrate 
tha> lenders seek and bon:owers are willing to pay is affected by (1) their expectations 
relating to potential movements of the price level (i.e., the purchasing power of money) and 
(2) their desired return or profit (i.e., the earning power of money). Assuming constant dol­
lars (i.e,, ignoring inflation) facilitates the understanding of the ba5ic concepts covered by 
this section. lncidentarty, the term current dollar refers to the reciprocal of the general price 
level at ~ny given time, and tperefore includes the effect of inflation. Current or real rates 

.·account for inflation. The real interest rate results after subtracting inflation from the prime 
rate (i.e., 7%- 2% = 5%).* " 

*More Precisely, ih~ real interest rate is derived from (1 + prime rate)-~ (1 + ,inflatio~ rate) - 1 = real 
inte~st. The .aforementioned exampl~ becom~s (1.07-_-+o L02) __;_ 1 "':-·0.04902 or pri_me rat~= 4:902%. 
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-Exa111ple 12.1 

A bos1:ne:ss f"JJm lhcmFG\¥-S ;$l0f00n,and :t:tgrees to fl?:Y 'badk$r0.,2'00 ;atithetemd,Qf one month. 'Ca.J-.. 
.a·uiat!! ·ihe :intetrest· ;tate involved in ~the'·tt:ansaction-. ~ 

·So'hrtion . The totafrrneuestpai d atthe eml ufthe :rrronth ·is '$200Y11he interest1Jefi-od is ~ month 
and the interest rate iS 

$200 
---= 0.'62 ·or:2'%!m<>r ·ffUJnth 
"$10,000 ~ 

I 
Disoussimi The :irirer.e:st r.a:te translat~ a pt<ese1;1t ium :t0 .a £Hture ·sum. 'The ·-terms p.r.esent 
and future are -defined ·in relation to each other and not to -specific -calendar times. In -other 
words the previous -calculation would 'be the same .as lortg as the two -times are separated by 
1 month. The disCount involved .in this .t:r:ansaction is .also .'$200 . .It relates the future sum 
($10..200) to its present equivalen-t ($10.,000).. By ·defini-tion, the discount rateis 2% :per 
month., that is~ the dif6er:ence between the fu:trume and pvesent :sums divided by the present .sum 
(see Example 12.2 ). 

Example !2.2 

An investor pur~hases a zero coupon bond for $867.98. The bond has a faCe value of$1000 
and matures in 1 year. This means that the bond can be cashed after 1 year for $1000. Calcu-
late the discount rate involved in the transaction. -

Solution The futgre sum ($1000f-was· discounted by $132.02. The discount rate was 
132.02/867.98 = 0.1521, or 15.21% :per year. 

-Discussion The same transaction' may be viewed as follows: The investor's principal of 
$867.98 earned an interest of $132.02 in 1 year at an interest rate of 15.21% per year. 

12.3 SIMPLE AND COMPOUND INTEREST 

In the preceding two examples the time over which the interest was earned (i.e., I month 
· and I year, respectively) coincided with the interest period for which the interest and the 

discount rates were either calculated or quoted. This does not always need to be the-· case. 
The interval of time between the present and the future can be longer than a single interest 
period, in wD.ich case the present sum continues to earn interest at the quoted rate. Simple 

. 'interest rf:fers to the 'c_ase where the percentage of the original sum of money is added at the 
end of each interest period. In the case of compound interest both the original sum (prin­
cipal) and the interest earned are allowed to earn interest during subsequent periods. The 
difference between the two is illustrated next. · · -· 

Example !2.3 

A person who has a sum of.$10,000 to invest is faced with tPe options of (a) eaiTJ.ing simple 
interest at an annual rate of 9% per year Or (b) earning cOmpound interest at an annual ·rate of 
8% per year. In-both cases the princip-al and interest ~e to Qe withdrawn at the.end of a 5-year 
period. Compare the two investment ·option~. 

SolutiOn ··The consequences ·of each of the· twO optionS ate -tabulated as follows: 
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Principal-and interest Interest added at the Principal and interest 

Ye?t at the start of th_e, year end of the year at the end of the -year 

Option {a): Simple irit6rest at 9% per year 
1 $10,000.00 $900.00 $10,900.00 

2 10,900.00 900.00 tl,800.00 
3 11,800.00 900.00 12,700.00 

.4 12,700.00 900.00 13,600.00 

5 13,000.00 900.00 14,500:00 

Option (b): CompouncHnterest at 8% per year 

1 $10,000.00 $ 800.00 $10,800.00 
2 10,800.00 864.00 11,664.00 

3 11,664.00 933.12 12,597.12 

4 12,597.12 1007.77 13,604.89 

5 13,604.89 1088.39, 14,693.28 

Discussion ' From the borrowpr's perspective, the a.nq_tial9% simple inter~st rate is superior to the 
8% annually compounded rate up to the end of the third year. Beyond that time, the latter becomes 
the· better option. From the lend~r's point of view, the reverse is true. Thus both the magnitude of 
the interest rate and the number of inte.rest periods affect the relative consequences Ot the two types 
of interest. The future worth F of a .present sum P can be calcUlated b)r 

F ~ P(l +iii) 

for the caSe of simple interest, and by 

F ~ P(l + i)" 

for the case of compound interest, where 

·-i = interest rate (percent per period divided by 100) 

n = number of interest periods separating P and F 

(12.3.1) 

(12.3.2) 

The tenn_ multiplying the single sumP in Eq. 12.3.2 is one of ·several useful factors and is 
known as the single~sum (or single-payment) compound-amoufJtfactor for an intert:st rate i per 
per\od and n periods separating P a~d F (CAF', i, n). Solving Eq. 12'.3.2 for P yields 

. 1 
P~F--'­

(1 + i)" 
(12.3.3) 

and the f<iCtor that discounts a future sum F to a present sum P is known as the single-sum 
present-worth factor (PWF, i, n.). 

Example 12.4 
.~ 

A s'l:lm of $100,000 is invested at an annually c;ompounded .interest rate of 8% per year. Calcu­
. .late i~ .equivalent-at the end of 20 years. 

Solution For P ~ $100,000, i ~ 0.08, and n ~ 20, Eq. 12.3.2. yields 

F ~'$100,000(1 + 0;08)10' 

F ~ $100,000(4.66096) ~ $466,096 

Tl:te: sirtgle-Su~-r compound-amourif factor is 4. 66096. 
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12.4 NOMINAL AND EFFECTIVE INTE:REST RATES 

Frequently interest rates are specified op the basis of a period (usually a year) when col)l­
pounding occurs mor¢ frequently than the specified period. By convention. the niagnitude 
of the quOted iwniinal interest _rate is equal to the product of .the interest rate per interest 
period- times the number ofinterest periods in the specified period: For example, a nominal 
<ihnua1 rate of 12% compounded semiannuaily :q1eans that the interest rate is 6% per 
6,month interest period. Similarly. a· nominal interest rate of 12% compounded monthly 
implies an interest rate of I% per month. The following example shows that the effective 
iY{terest rate is larger than the nominal interest rate ·because the interest earned at the· end of 
each interest period is subsequently allowed to earn interest as well. 

:} Example 12.5 . . 

, . Compute the equivalent of$1,000,000 at the end of 5 years if the annual interest rate is (a}S% 
per year compounded quarterly and (b) 8% per year compounded ·semiannUally. For each case, 
calculate the t:;ffective annual interest rate. 

Solution For part (a) the·effective qu,arterly fate is 2% per quarter. A 5-year period coritains 
20'quarters. Therefore substituting i = 0.02 and n = 20 in Eq. 12.3.2 results in 

F"' $1.000.000(1 + 0.02) 20 "' $1.485,947 

To find the effective annual rate, c·onsi<J,er. the compound-amount factor for 1 year expressed in 
·terms of the· annual effective rate i and the annual nominal rater compounded m times a year~ 
The two must yield the same relationship between P and F 1 year apart. Therefore · 

(1 + i) = ( 1 + ;;r 
·Consequently the eff~ctive annual rate i is 

')"' +~ 

m 
(12.4.1) 

Therefore the effective annual rate for part (a) of this example is 

i "' ( 1 f 0.02)4 
- 1 "' 0.082432 or 8.2432% per year 

To illustrate its use, Eq. J2.4.1- is applied-to the solution of part (b) of this example. With m =.-·i. 
interest Periods P.:t;_r year, the effective annual rate .is 

i"' (1 + 0.04) 2
- 1 "'0.0816 or 8.16% per year 

.·Using this effective annual rate; at the end o.f 5 years the initial P =· $1,000,000 becomes 

F"' $1,000,000(1 + 0.0816) 5
"' $1,480,244 

•• 
The same result would have been obtained by using an effective semiann-ual interest rate of 4% 
per 6-month period.and ten interest periods (i.e., s' years times two 6-month periods in-a year). 

12.5"'DISCRETEAND CONTII)IUOUS··coMPOUNDING 

' ' In the foregoing- examples: compounding was considered to occur: with .finite. i'n'terest 
periods. such as a year. 6-months. a quarter of a year, a month, and so forth. This is called 
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discrete compo'undlng because· the interest is paid-at the-end-of each discrete interest period. 
Coniift_uous compounding represents-the limiting case ·when the interest period ·apprOaches 

·zero.-GiVen a-nbinina;l inttrest-rate· n.inder ~ontinuous compoUnding, the effective interest 
rate would be tbe limit of i in Eq. '12.4.1 as the number of interestperiods m ~pproaches 
lnfillity.'Iif:that c.ase·the effedive int~rest rate for continUOUs compounding is equal to (e'- I), 
where e is the' base of natural logarithms. · 

According to Eq. 12.3.2, when interest is compOunded continuously at a nominal interest 
rater per a specified period, the relationship between singl'e sums separated by _n-periods is' 

) 

02.5.1 I 

(12.5.2) 

The multiplier of Pin Eq. 12.5.1 is known as the.single~sum compound-amountf~ctor 
(CAF', r, n) and the multiplier of F,in Eq .. 12.5.2. is qlled the single-sum present-worth 
factor (PWF', r, n), both with continuous compounding. The subscrip~ r refers to_ the 1wm~ 
. inal interest rate per period. 

Example 12.6 

Solve Example· 12.5 for\he case of continuous compot.in~ing. 

Solution- The nominal annual rate is stillS%. Hence for a 5-year period between P and F 

F =· Pe10·08H51 = $1,491,825 

The effective annual int~fest rate js apixoximate'ly eqU:il to 8.33% per year. 

Discussion For the saine nominal interest rate tQe magn'itude ofF increases as the number of 
compounding interest periods m increases. The maximum occUrs when m approaches infinity, 
that is, when the interest is co~pounded wntinuous.ly. 

· 12.6 CASH FLOWS 

Up to this pOint the discussion of money equivalencies was restricted to·the ·case of t-wo 
single sums (or payments) separated by a time intervaL The general case of a cash flow such 
as the one illustrated in Fig. 12.6. I is frequently encountered, and the equivalent single sum 
Ek of the cash flow at a time k may be desired. This task can be accomplished by summing 
the .equivalent sums at time k of each single payment in the cash flow using the appropriate 

/ ' ' - . ' . 
·single.-sum present-worth or compound-amount factors as follows: 

k n 

Ek = 2:; S1 (CAF',*, k- j) + 2:; S)PWF',*,j- k) (12.6.1) 
j=O j=k+ I 

s, 

So s 1 
t l f 

sk 

1 

sn 

'r r 
0 1 2 3 k n.-1 n :-Figure12.6:1 -Gashflow. 
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·The first subscript of the·factors. which is designated by the asterisk. is either the 
effective inte:test rate per period, .i, for discrete' compoUnding or the nominal interest rate, r, 

per pe(iod for continuous compounding. Note that the single payment S,has been included 
as the last term of the first summation but lhe fact that when) = k. (k - j) = 0 leaves that 
sjngle paynlent ill-tact: The' terms Sj can be positive, ,zero, or negative. When they are spec­
ified by the ·differe-nCe between receipts and payments. at each time j, the cash flow is 
referred to as the net cash flow. 

Example 12.7 

·Given the following cash flow, calculate its equivalent single sum at (a) the ehd of the sixth period, 
(b) the end of the founh period, and (c) time zero. Assume discrete ·compounding at 10% per 

·period. 

Solution This Problem entails the application of Eq. 12.6.1. The solution to part (a) is tabu­
lated next. It involves only the first summation shown in the equati.on becau·se k = n. 

j 0 2 3 4 5 6 
sJ 100.00 200.00 so,oo 0.00 150.00 50.00 200.00 

(k- j) & 5 4 3 "2 I 0 
S1(CAF') 177.16 322.t0 73.21 0.00 !81.50 55.00 200.00 

Sum= 1,008.97 

The solution to part (b) may be obtained by applying Eq. 12.6.1 with k = 4. However, since 
the single sum obt.:iined in part (a) is equivalent to the original c_ash flow, all that is needed is 
to find its equivalent at the end of the fourth period, or two periods earlier than the sixth. The 
single-sum present-worth factor for' discrete coinpounding with an interest rate i = 0.10 and 
n =·2 yields 

E4 ~ (1008.96)(0.82645) ~ 833.86 

Similarly, the equivalent single payment at time zero·can be computed. by -Eq; 12.6.,1 with k = 0. 
Alternatively, it. can be calculated by discounting £ 6 to its equivalent six periods-earlier, or by 
discounting E4 to its equivalent four periods earlier. Either one of the last two methods is sim­
pler than the direct application of the long equati<,m. 
Hence 

E0 ~ (1008.96)(0.56447) = 569.54 

or 

E0 ~ (833.86)(0.68301) = 569.54 

Discussion This example illustrates the fact that-individual components of a cash flow can be 
treated separately and the final result can be· obtained by superpOsition. Care must be tak~Jl to 
move the individual colllpOnents to the desired point in time using ( 1) the appropriate time sep­
aration·by noting that the ternis present and .fUture refer to a.relative time difference· and (2) the 
correct present-worth and compound-amount factors. Equation 12.6.1 automatically takes care 
of these requirements. It also accounts properly for the situation \vhere no payment exists at the 
end of one or more periods, ce.g., the ~d period in this problim) because the, corresponding 
tenn"in the $Ummation reduces to zero.!The same equation may be used for discrete cash flows 
under continuous compounding. In that event the present~worth and compom,1d-amourit factors 
corresponding tO continuous compounding must be used. 
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12.c7J E:!lllJAL. SERIES. OF PAYMENTS. 

A special cash-flow prof\le.is a•series·of n equal payments• as s\rown· irr Fig; 12: 7' 1( a). The 
first and last payments occur a( ihe end of the first and .last· periods,. respectively. The 
single-sum·equivalent oftheentire series at either. time zero [Le, the. beginning of the first 

· period; see Fig. 12.7.l(b)l or the end. of the last period maybe. desired [Fig. 12.7. l{c)l 
Conversely, a.sing)e sum. at. the begjnning of the first period or the end. of the last period 
may be converted. to their equivalent series of equal payments.[.Fig.J2.7.l(a)]. Rather than 
having to•apply Eq.l2.6. teach time such a conversion is.needed,Jour equal-payment fac­
tors have been developed; These are summarized in Table 12.7 .1 along with the two single­
sum. factors that were diScussed earlier. Note that the acronyms-for the. single-sum factors 

s 

1 r t · 1 r 1 
0 1 2 3 4 

(a) 

p 

(b) 

F 

n 

(c) 

.FigJ.tTe:12~7X' Eqp.alseries~ present, and.filture:single,-payment.eql]iYalents. 
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'I'ABOE 12 . .7 :~ -:Discrete Compoul'lding.·Factorsa 

Fad or 'N0tation ·FormUla Given Find 

I. ·Single-sun1:factms .. Compound-aniount·fa~.tor (CAP~, -i, .11) (1 -+ i)" p F 
b. Present-worth factor {P:WF, .i, .n) 1 F p 

<(1 H)" 

2. E-qual-series ·factorS 
a. Compound~amount factor (CAF,J .. ") _-Cl c+ i)" ~ s F 

b. ·Sinking funtl·factoi (SF!',,;, .n) I F s 
'(:1-+.i)" -- 1 

c. Present-worth~factor (PWF,.i, n) (J-+ rt - 1 s p 

i(J + il' 
d. Capital-recover.y;faotor (ORF,:i, n) i(:l-+' i)" p' s 

(l+ i)"- I 

aP, ·"present" :single-sum; :F,·"future" :single.•sum; .S, 'Single·sum -in;a:series; n, ·nurriber of periods. 

have primes attached to :distinguish them from the equal-payment factors of the same 
name. 

As a mathematical illustration, the ·formulas for the equal-payment compound· 
amount and sinking factors under discrete ·Compounding .are derived as follows: 

Applying Eq. 12.6.1 to the series-ofequril payments ofFig.l2.7.l(a)witl)h = 0, k = n, 
S0 = 0, and all other Si = S, we obtain 

F = S[.(l + i)"- 1+ ··+(I + i)2 + (1 + i) + 1] 

Multiplying thiscequation hy{l + i),and,subtractingitfrom the resultgives 

F(l + .i) - F = S[(l + i)" - 1) 

Solving for F yields 

iF=S [
(1 + '.')" - 1] 

r (12.7.1) 

' The bracketed·term 'is the equal-seri'es,compound-amaunt factor for discrete compounding 
(CAF, i, n) .. Sol 'ling .Eq. !2:7.1 for S, the correspbnding sinking-fund factor (SFF, i, n) 
that converts.a·single·sum F to;an·equal~payment series is seen to be the reciprocal of the 
(CAP, i, n), The rest of the equal-paymendactors for discrete compounding as well as 
those corresponding to cil'ntinuous coltlpounding (see Table 12.7.1) can be derived in a 
similar manner. Also, useful relationships between the six factors for each compounding 
method may be reasoned out. For example, to find S given P, the latter is multiplied by the 
CRF. If P were to be multiplied by CAF' to find F, and if this result were to be multiplied 
by SFF, the same.equivrilent·equalcpaymerrt series would.nesu'lt. Therefore 

. • \ , . I 

CRF :;; (CAF')(SFF) . (12.7.2) 
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In fact all six factors. can be. (:{xpr.essed .in· tg.fms. of one.- single sum and.one. of the equal­
payment factOrs. Moreover; the.continuOus-compoundiilg-f.ictors can be.deri:ved.by substi­
tuting the effectiv:e. rat~ per period· i = er - r into the discrete: compounding: fact?rs. 

J Example 12.8, 

An automobile salesperson has- offCred. the following. terms.to a. customer who is interested -in 
purchasing a·.$10.000 C$: no doWn,paymentand 48 equal monthly payments, the first to be 
paid at the. end of the fi~st morlth after the purchase.· Calculate-the monthly payments and the 
equivalent single sum at the end of the 48-month period if the.interest rate were 12% per year 
compounded·.filonthly. 

" SoJutiOn. The· effective; interest rate per- month is 1%, i = 0.0'.1, and n = 4K Hence the 
monthlypao/ment:S is 

S ~ P(CRF, i, 48) ~ ${!0;000)(0,026338) ~ $263.34per.month 

To find the:equhralent single sum after 48 months, this equal-paymenrseries can be converted 
using the: CAF~ 

F ~ S(CAF, i, 48) ~ (263.38)(61.22258) ~ $16,122,26 
' . 

or the original singie sum can be converted using the single,.-sum compound~amount factor: 

F= P(CAF',i,4&) ~ (10,000)(1.612226) =$16,122,26 

Moreover, the: same result can be obtained by first detennining_the effective annual interest rat~ 
yia-Eq. 12.4.1. to be equal to-0.126825 and. then applying the: discretely compounded single­
sum compoun"d-amou~t factorwith·this rate a·nd two periods·(Le.'; 48 in-onths. =· 2 years). 

DiscussiOri In _add,ition to the use of equal-payment factOrs., this example revieWs several 
important principles. First; the interest period was matched with the payment period by con­
verting the. given. monthly compounded.annual nominal rate of 12% to a.ffionthly-effective, rate 
of 1%. Second, three possible. alternative methods of obtaining the single.futurC:sum-were illus­
trated. The. first two imply the-following relations.hip between factors: 

(CRF)(CAF) ~ (CAF') 

The-third, method by whichFwas obtained .shows that the effec~ive annuai-interest.rate.:is larger 
than the. quoted nominal annual rate:(i.e., 12.682$% versus 12.00%). 

12~8 SUPERPOSitiON Of CASH FLOWS, 

A cash flow may be described', as the superposition of its, individual' single-payment com­
ponents. The same principle of superposition applies to the case of complex. cash flows 
that can be decomposed.into several simpler cash flows, ln. each case several alternative 
ways of decomposilfg and superposing the cash flow's parts arecpossihle; It is advisable to 
contemplate these alternatives in ordeno discern the simplest way ofsolving,the problem 
prior to undertaking any calculations. This principle is illustrated by the following 
example. · 

Example, ~2.9 

Find the' present Worth: (i.e:,. the· equiValent single! sum ·at-time.-zero~ ofthe·cash· flOw shOwn in 
Fig. 12.8.L The·effective·interestrate:is.8%-perperiod• -
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$10 mi:Uion 

$ 6miHion 

3 4 5 6 7 8 9 Figure 12.8.1 Example Cash flow. 

Solution The .series -shown may be decomposed into a sirripler series in several ways. Three 
·possibilities are: · 

1. A .series ofnine '$6 million _payments plus a series of five $4 million payments, both 
series beginning at the -end of ihe first period. 

2. A series of five $10million payments beginning at the end of the first period plus a 
.series of four .$6 million payments beginnin,g at the end of the·'fifth period. 

3. A series'ofnine $10 million payments beginning at the end of the first period minus a 
series of four $4 million payments beginning at the end of the fifth period. 

In this particular case ~e first method of decomposition seems to be the simpler of the 
three. However, for the purpose of illustration several solutions are attempted. 

Using the first methOd of de_coniposftion, the present worth- of the original series i·s 
-equal to 

P = 6(PWF, i, 9) + 4(PWF, i, 5) 

= 6(6.24689) + 4(3:99271) = S53.45 million 

·-using the ~econd method of decomposition, the' following two·sol~_tions are equivalent: 

(a)P = lO(PWF, i, 5) + 6(PWF, i, 4)(PWF', i, 5) . 

= 10(3.99271) + 6(3.31213) (0.68058) = $53.45 million 

nr 

(b) P = 10(PWF, i, 5) + 6(CAF, i, 4) (PWF', i, 9) 

.,; 10(3:99271) + 6(450611)(0.50025) = $53.45million 

Usiq.g .the third method of decomposition, the following -tWO solutioris are also equivalent: 
' -~ 

·(a;) P,; IO(PWF, i, 9)- 4(PWF, i, 4)(PWF', i, 5) . 

= 10(6.24689) - 4(3.31213)(0.68058) = $53.45 million 

;or 

(h) p.;, IO(PWF,i, 9)- 4(CAF,i,4)(PWF',l,9) 

= 10(6.24689) - 4(4;50611)(0.50025) = $53.45 million 
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EXERCISES 

1. A School transportation coiT)pany has purchased-a new bus on the following terms: $20,000 down 
and·~ monthly paymellt of $2704 for '5 years at a nominal annual interest rate .. of 9%. what was the 

· cash priCe? 

2. Find the equivalent of the cash price of the bus described in Exercise 1 at the end of the 5-year 
period. 

3. Using an annual interest rate i = 8%, find the present worth of the cash flows given in Fig. El2.3. 
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4. Find the worth ofthe cash flows of Exercise 3 at the end of the tenth year. 

· 5. Referring to the cash flow shown in Fig.'EI2:5, which of the following equations are 
true? 

, P"' 20 + [4(CAF, i, 5) + 4(PWF, i, IO)](PWF, i, 5). 

P = 20 + 8(PWF, i, 15) - 4(PWF, i, 5) 

P = 20 + [4(CAF, i, 15) + 4(CAF, i, IO)](SFF, i, 15) 

. P = 8(CAF', i, 15) +4(PWF, i, 15)(CAF', i, 15). + 4(CAF, i, 10) 

P = 20 + 4(PWF, i, 15) + 4(CAF, i, 10) (PWF', i, 15)' 

P = [20(CAF', i, 15) + 4(CAF, i, 15) + 4(CAF, i, IO)](PWF', i, 15) 

20 

8888888888 

4 4 4 4 4 

0 10 15 Figure E12.S 
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Probability and Statistics 

13.1 INTRODUCTION 

· When the outcome of a situation or proCess Can be Jmowri in adVance with absolute cer­
tainty, the situation or process is said 'to be detenninistic. It may be argued that in a cause­
and-effeCt universe the outcome of every- situation Can be anticipated, 'assuming that all the 
factors affecting the situation are clearly understood. Knowing everything about something; 
however, requires knowing everything about everything else, and this is not a pragmatic 
claim. Engineering decisions are almost always based on limited information. Hence all sit­
uations entail some degree of uncertaint)'. When the degree of uncertainty is very low, the 
situation may be treated as if it were deterministic. Otherwise some way of incorporating 
uncertainty is' needed. The theory of probability is the branch of mathematics that addresses · 
this question. The theory had its origins in ,_an attempt by Pascal to predict the likely out­
come of interrupted gambling games to aid a group of friends in settling their bets and has 
since been applied to innumerable situations including the study of traffic systems. 

The practical methods of analysis discussed in Chapter 4 are based on knowledge that 
has been obtained from observing the operation of many facilities, and they approximate 
the effects of the vatious factors that influence capacity by the use of empirically derived 
ch.arts and tables. The percentage of the total approach volume that wishes to execute 

·,.tUrning maneuvers, foJexample;is clearly a major factor affecting the operatio~ of an inter­
section. However, it is reasonable to expect that not only the percentage, but also the pat­
tern with which the left-turning vehicles arrive at the intersection would affect its operati~n. 
for example~ turning- vehicles arriving one after another during a short -interval of time 
within the hour would result in different conditions from that which would result if they 
were spread out uniformiy throughout the hour. Thus having the knowledge tha\20%, for 

·example, of the approach-volume consists of left-turning vehioles and that 10% of the 
approaching vehicles plan' to turn right does not specify unequivocably either the sequence 
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· in which turning vehicles appear .or the movement desire of any one vehicle in the 
approaching stream; it simply quantifies the likelihood, or probability, with which each 
vehicle -·is e·Xpected. to ~xecute· 'eaCh ·tnan~uver. When a more detailed investigation of a 
system characterized by a high degree of variability is desired, methods that are explicitly 
based on the theory of probability are often employed. 

13.2 ELEMENTS OF PROBABILITY THEORY 

13.2.1 Background 

The theory of probability is concerned with situations (conventionally referred to as exper­
iments) that have many possible outcomes. For example, a vehicle approaching an .inter­
section (experiment) may choose one_of three possible movements (outcomes): It may go 

. straight thro~gh, turn right, or tum left. Similarly, casting a single die has six possible out-

' 

comes: the numbers I through 6, Thus for each experiment there exists a set of possible om­
Comes coll~ctivdy known as the sample, outcome, or event space, usually denoted by the 
uppercase Greek capital letter omega((!), An event is·a subset of the sample space. It is 
simple if it consists of a single outcome and compound if it contains ·a combination of single 
outcorries. For example, when casting a die, "rolling a 2" is a simple event A, whereas 
'-'rolling an even number" is a compound event B such that 

A= {2) and B = {2,4,6) 

The foll()wing definitions from set theory are <1lso relevant to the discussion of probability. 
The complement of an event A is denoted by A. and is defined as the subset of !1 that con­
tains all of the elements not belonging to A, Thus the complements of the events A and B 
are 

A = { 1,3,4,5,6) ani! 8 = {1,3,5} 

The empty (or null) set, denoted by 0, is a set that contains no elements. The union of two 
.events A and B, denoted by A U B, is the set that contains the elements beloqging to A orB 
or both. For example; 

A U B "' {2,4,6} and A u B = { 1,2,3,5) 

The intersection of two events A and B, denoted by A n B, is the set that contains only the 
elements that the two events share in common. Thus 

A n B = {2) and A n B = {4,6) 

When tWO events have no elements in Common, they are mutually exclusive. Clearly•c'_an 
event and its complements.<!lre mutually exclusive. As just defined, pairs of simple events 
(i.e., single outcomes) are also mutuhlly exclusive. 

13.2.2 Definition of Probability 

Probability is a measure of the likelihood with which events are expected to occur. Suppose 
we toss a coin 1 o· times and record the Outcome of each trial as follows: . 

HHTTTflHTHH 
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The observed frequencies ofheads (H) and tails (T) were 6 and 4 times, respectively. The 
relative frequencies of the two outcomes can be .obtained by dividing the observed fre­
quencies by the total number oftrials. In this example 

f(H) = 0.6 and f(T) = 0.4. 

Intuitively one would expect the two outcomes of tossing a fair coin to occur with equal fre­
quencies. This could be the case when the number of trials is very large. Note that after only 
one trial this long-term expectation cannot possibly be satisfied as the relative frequencies 
would be !for one outcome (H in this case) and 0 for the other. The limiting value'ofthe rel­
ative frequency of an event as the number of trials approaches infinity is defined as the prob­
ability of occurrence of that event on any one trial. The probability of each outcome may be 
derived intuitively, or it may be estimated by repeating the experiment a large number of 
times and computing the relativ!' frequencies of the. outcomes. One must keep in mind that 
when estimating the probabilities of events by experimentation, the chance always exists that 
the computed frequencies may deviate significantly from the theoretical probabilities, · 

It follows from this definition that the probability, P[A], of an event A cannot be neg­
ative and cannot exceed 1. Also, the sum of the probabilities of all simple events contained 
in the sample space of an experiment always equals 1. 

Other useful axioms of probability include the following. The probability of the event 
defined as the union of two events A and B is 

P[A U B] = P[A] + P[B]- P[A n. B] (13.2.1) 
\ 

The probability of the event defined by the intersection of A and B is subtracted from the 
· sum of the probabilities of the two events to avoid double counting. Since two mutually 
exclusive events share no elements in common; the probability of the event defined by their 
union is equal to the· sum of the probabilities of the two events. Also, 

P[O] = 1 (13.2.2) 

and 

P[0] = 0 (13.2.3) ' 

Equation 13.2.2 states that the probability of the event defined as the .union of all (mutually 
exclusive) simple events associated with an experiment is equal to 1. Thus on any trial one. 
of the possible outcomes is certain to occur. Equation 13.2.3 is an alternative way of stating 
the same concept: It is impossible to obtai!) none of the single outcomes of an experiment 
on a given trial. Since the intersectinn of the two mutually exclusive events E and E is equal 
to th" null set, it follows from Eqs. 13.2.1 through 13.2.3 that 

and 

P[E U E] = P[O] ""P[E] + P[E] - P[0] = I 
•• 

P[E] = 1 - P[E] (13.2.4) 

Example 13.1 

Consider \the experiment of c~sting a single die. Identify. all simple events (outcomes) of the 
expetimen~, and ~alcula~ the probability of each. 
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·Solution The Uutcame ·space for. this -experiment cont-ains slx possible outcomes: 

( 1 ,2,3,4,5;6) 

Assurr1ingth<itthe-die i's nOt -loaded, :the six simple events are equiprciha:ble, each having aprobw 
ability of occ:urrence on any tdal of.~· Note that a:H·probabilitiesare nonnegative, and their sum 
.equals unity. Moreover, :the probability associated with any -outcome that is not-included in the 
sample ·Space of the 'experiment (e.g., 9) is .0; that is, such an -event is .impossible _given this 
experiment. 

Example 13.2 
I , I For the .experiment of Example 13.)~ define two ·events A .and Bas 

A: the outcome is odd / and B: the outcome is less than 5 

Find (a) the probability of each of the two compound ·events, (b) the pmbability ohheir union, 
and (c) the probability of their intersection. 

Solution ·The two·.events are defmed·.as 

A= ( 1,3,5} <illd B = { 1,2,3;4} 

' Events A and B contain three .. and four equiprobab1e (mutually exclusive) simple events, respec-
tively, each having a probiihility of .i· Therefore~ 

and 

P[A] = ,! + .~ + ,! = OJ= ,! 
6 6 6 6 .2 

1 1 1 I 4 2 
P[B] = - + - + -- + - = - = -

666663 

The union of the two events, {.1,2,3,4,5}, contains five equiprobab1e events. Hence 
P[A U B] = ~-Their intersection contains only the elements I and 3. SoP[A n B] = ~ = ~· 

Discussion According to Eq. 13.2.1, the probability·ofthe event defined as the union of A 
and B is less than the sum of their individual probabilities by an amount that equals. the prob­
ability of their intersection. ThuS 

P[A U B) = P[A] + P[B] - P[A n B) 

3 4 2 5 
=~+----=~ 

6 6 6 6 

Which is the same result obtained by enumerating the simple events that belong to the union of 
A and B. 

13.2.3 Conditional Prob<JPility and Independence 

The estimation of the probability of event A is often affected by prior knowledge that event 
8 has occutTed because the outcome is restricted to the subset of the sample space B. The 
conditional p~obability of A given B is 

P[A I B] = P[A (1 BL 
. P[B] 

(13.2.5) 

I 

I 
i 
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If events A and Bare mutually exclusive, their intersection is -the null set, which has 
a probability ofO. BenGe in the case of mutually exclusive events the probability that A has 
occurred ,.given t~at B has taken :pl~ce is 0. In other words the occurrence of B excludes the 
~occurrence of A. 

When the ·occurrence of B does not alter the probability :associated with A, the two 
events are known as independent ·eve'!ts. For independent events 

P[A I B] = P[A] (l3.2.6a) 

Substituting Eq. l3.2,6a into Eq. 13.2.5 and solving for the probability ·of the intersection 
of A and B, we obtain 

P[A n B] = P[A]P[B] (13..2:6b) 

Thus for independent events the probability of joint occurrence is equal to the product of 
the probabilities of .the individual ev.ents. 

Example 13.3 

f\or the two events defined in Example 13.2, .calculate the conditional probabihty P[A 1 B]~ 

Solution Substitution of the probabil~ties obtained in the .earlier example into Eq. 13..2.5 yields 

l I 
P[A[B]= } = 2 

3 

~iscussion The calculated condltional probability for ~ent -A is equal to the unconditional 
probability of the same event. Therefore the know1edge that -event B has Hccurred does not ~ 

affect the probability of event A. Hence the two events are independent. 

Example 13.4 

if the probability that a vehicle approaching an intersection will turn left is P{L] = 0.25 and 
the probability that it will turn right is P[R] = 0.15. calculate the probability that the vehicle 
will turn right given tha~ it does not tum left .. 

Solution Event B (i.e., .. the vehicle does not tum left") is the complement of event L 
According to Eq. 13.2.4, P[B] = 1 - P[L] = 0.75. Compound event B contains the simple 
events of"turning right" (R) and "going through" (T), which are mutually exclusive. Hence the 
probability of the intersection of events B_ and R is simply equal to the probability of R1 or0.15. 
The probabil}ty that the-vehicle wi'll turn right given that it does not turn left is 

P[R I B] = P[R 0_lll = (0.15) = 0.20 
P[B] (0.75) 

Discussion Since P[R I B] does not equal P[R], events Rand B are not independent. The 
results just ob~ned could have been reached by intuitive reasoning. The likelihood that the 
vehicle will turn right increases when it is known that it \~{ill not turn left. The solution,_how­
ev~r: applies the f~.rmal relationships to illustrate the concept of conditional probabil!ty. 

13.2.4 Discrete Distributions 

A random variable is a variable that takes on_the values of the outcomes of an experiffient. 
When the number of possible outcomes is finitely or infinitely countable, the random variable 
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is\said to be discrete. Otherwise the random variab~e is continuous. Examples of discrete vari­
ables include household vehicle ownership .that takes the values 0, I, 2 and so on, and binary 
(0, 1 or yes, no) or switch variables (e.g., 1 if~ trip is oriented toward the CBD and 0 other. 
wise).' .Ex~mples of Continuo~s randoin vari.ables include the time between failures of a 
machine and the distance from a referent~ p·oint o~ a highway where the next accident will 
occur. In !his textbook random variables are denoted by uppercase letters (e.g., X, Y, or Z) and 
the particular values that they assume are denoted by lowercase letters (e.g., x, y, z). Thus 

· X = x means the random variables X takes on a particular value x. 
A function p(x) = P[X = x], which associates each value of a discrete random vari­

able to its probability, is known as the probability (mass) function (pmf), or the discrete 
probability distribution. The histogram of Fig. 13.2.l(a) illustrates graphically the proba· 
bility function associated with casting a die, and Fig. 13.2.l(b) illustrates the probability 
function of the vehicle described in Example 13.4. In the case of the former the values 
assumed by the random variable are identical to the numerical values of the outcomes of 

· . the experiment and can be given that interpretation. In the case of the latter the numerical 
valUes assigned to the random variable are arbitrary and selected merely for convenience. 
Since the values of p(x) represent the probabilities of simple events, they must satisfy the 
following conditions: 

' 
0 ,;;; p(x) ,;;; 1 

lp(x) =I 

for all x (13.2.7a) 

(13.2.7b) 

The probability of the union of several (mutually exclusive) outcomes is equal to the sum 
of the probabilities of the individual outcomes. The condition of Eq. 13.2.7b simply states 
that the sum of the probabilities of all single outcomes in the sample space of the experi· 
mentis equal to unity.' This is merely a restatement of Eq. 13.2.2. 

I 
6 

I 2 

•• 

3 4 5 6 

(a) ·~sting a die 

P[X~ x] 

0.60 

0.25 

0.15 

X=OLeft 

X= 1 Through 

x~ ZRight 

L.L.----'W...---'·-'--- X 
0 I 2 

(b) Vehicular movement 

Figure 13.2.1 · Discrete probability. funCtions. 
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Another u·seful function of a dis.crete random variable is. its cumulative distribution 
function (cdf), which is defined as 

. F(x) = P[X ~ x] (13.2.8) 

· ·· In words, ;he cdf is a function that assumes the values of the probability that a random vari-. 
able X is less than or equal to a particular value x. Because p(x) is nonnegative, a plot of the 
cdf against increasing values of x must necessarily be a nondecreasing step function, as 
illustrated in Fig. 13.2.2. Moreover, the lower and upper limits of this function are 0 and I, 
respectively. The upper limit corresponds to the condition described by Eq. 13.2.7b. 

Two characteristics of a probability function are its mean (or expected value) and its 
variance. The mean is a .measure of the cent[al tendency or the average value of the distri­
bution, and the variance is a measure of dispersiOn or the degree to which the distribution 
Is spread out around the mean. 

The mean is usually denoted by the Greek lowercase letter mu (JL) or by E[X], the 
latter read "expected value." The mean is calculated by 

E[X]= 2; x p(x) (13.2.9) 
X 

_./ 

The variance of a discrete distribution, denoted by cr2 or by V[X], is defined as the 
second moment about the mean, or 

V[X] = 2; (X - E[X]) 2 p(x) (13.2.10) 
X 

F(x) F(x) 
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I 
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, I 

I 0.25 
I 
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I 
I 
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0 X 

0 1 2 3 4 5 6 
0.00 L__j _ _..L _ _j_,_,- X 

1 2 0 

(a) Casting a die {b) Vehicular movement 

Figure 13.2.2 Discrete cumulative functions. 
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The square root of the variance is kn~wn as the stan-dard deviation of the distribution, 
·~hat is, 

rr = S[Xl= V[X)'2 (13.2.1!) 

Exa111ple 13.'5 

Calculate the mean, variance, .and standard.ctevla.tion of the discrete distributions of Fig. 13.2.1. 

Solution (a) By Eq. !3.2.9.lhe mean of the disJn"bution sbownon Fig. !3.2.1(a) is 

(i) (1 )' (I) 21' E[X] = (l) ~.· + (2) ~ + · · · + (6) 6 = 6'= 3.5 

"The variance is ·given by Eq. 1.3.1.W: 

V[X] = (I - 3 5)2 m + (2 - 3.5)2 (~) + · · + {6- 3.5)2 (~) = 2.92 
The standaxd deviation i·s the sq:aare -root uf the variance, 9r 

S[X] = 171 

(b) Similarly, for the distribution of Fig. l.3.2.1(b) 

E[X] = (0)(020) + (1)(0.60) + (2)(0.15) = 09 

V[X] = (0- 0.9) 2 (0.20) + (! - 0.9)2 (0.61!1 

+ (2 - 0.9f(0.15) = 0.35 

S[X] = 0.6 

Discussion The mean of "the distribution does not n,ecessarily ooincide with one of the out­
comes of the experiment. It simply represents the average of a series of trials as the number of 
trials approaches infinity. In part {a) of this problem the average represents a value that is mean­
ingful in terms of the magnitudes of the outputs of the experiment By contra.<;;t, the mean v.Uue 
of part (b) depends on the numerical codes selected for the three outcomes. The variance and stan­
dard deviation' measure the dispersion of each distribution about its mean value. 

13.2.5 Some Common Discrete Distributions 

Any discrete function that satisfies the conditions ofEqs. 13.2.7 can conceivably be the dis­
tribution for some experiment. This subsection presents a number of discrete distributions 
that are frequently encountered in practice, the characteristicsofwhich are well !mown. The 
work of the analyst can be simplified when the problem at hand fits the specifications of 
one of these common distribuyons. Formal mathematical derivations for these functions .. 
may be found in the technical literature (e.g., Ref. [13.1]). 

The unifonn distribution describes experiments. that have a finite number of N 
equiprobable outcomes. The casting of a fair die and the tossing of a fair coin are but two 
examples of this distribution. In general, 

I 
p(x) =P[X = x] = N for ali x in !1 (13.2.12) 
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The mean and variance of!llis distribution can be calculated by.Eqs. 13.2.9 and 13.2.10. In 
the special case wbenX takes on the Values X = 1, 2, ' ' . , N the following apply: 

· . N.+ I 
E[X] =--· 

2 
and 

N 2 - 1 
V[X] = _1_2_ (13.2.13) 

The Bernoulli distributiOn applies to experimerits. that have only two outcomes, often 
-.referred to as a "success" Sand a "failUre" F. Tossing a coin, fair or unfair, is a Bernoulli trial. 
If on any trial the probability of success is p and the probability offailureis q, by Eq, 13.2.7 

P[F] = q = 1 - P[S] = 1 - p (13.2.14) 

m the special case when a success is coded as 1 and a failure as 0. the mean and variance 
of the Bernoulli distribution become 

E[X] = lp + Oq = p (13.2.15a) 

and 

V[X] = pq = p(l- p) (13.2.15b) 

The binomial distribution expresses the prObability of x successes in a sequence of 
n independent Bernoulli trials. The random variable takes on the values x = 0, 1, 2, ... , n. 
The binontial probability function is 

n! 
p(x) = P[X -,.x] = , pxqn-x 

· x!(n- x)! 
(13.2.16) 

The mean and variance of the b_inontial distribution are 

E[X] = np (13.2.17a) 

and 
V[X] = npq (13.2.17b) 

The Bernoulli distribution is a particular case of the binomial when n = 1. . 
The geometric distributic~m is also based on a sequence of independent Bernoulli 

trials. It represents. the probability that the first success will occur on the xth triaL This 
means that A: the first (x- 1) independent trials result in a failure and B: the last trial is a 
success. Consideri.Dg that events A and Bare, by definition, independent, Eq. 13.2.6b yields 
the following probability that the first success will occur on the xth trial: 

X= 1, 2, ... (13.2.18) 

Th.is is an exampl§ of a discrete random variable X that takes on an infinitely countable 
number of values. The mean and variance of the geometric distribution are 

E[X] = p- 1 (13.2.19a) 

and . 

V[X] ='qp~2 (13.2.19b) 
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The ~egative.binomial (or Pascai) distribution measures the probability that the kth 
. Success wlll occur on the xth trial of a Bernoulli·process.·For this to be true two events must 

occur, A: there must be (k - I) successt;s in the first (x - I) trialsand B: the last trial must 
be a.success. TI1e probability cif event A is given by the binomial (Eq. 13.2.16) and the prob­
ability ofeveni B is p. Since the two events are independent, the probability that the kth suc­
cess will occur on the· xth trial becomes 

(x-1)!.. k x~k 
p(x) = (k- 1) 1(x--kJ!pq for x = k, k + I, ... (13.2.20) 

The mean and variance of the negative binomial ate 

E[X] = kp- 1 (13.2.2la) 

(13.2.2lbY 

The geometric distribution is a special case of the Pascal distribution when k = 1. 
Finally, a discrete distribution that has found wide applkation in traffic situations is 

·. the Poisson distribution. It describes·the probab~lity of x occurrences of an event (successes) 
within a given interval of time (or space) t and applies to experiments that satisfy the fol­

lowing conditions:_" 

1. There exists a small interval dt within which the probability of one occurrence is A dt, 
whereas the probability of additional occurrences is negligible. 

2. Tbe occurrences (or nonoccurrences) of the event in nonoverlapping intervals are 
mutually independent 

The total interval t may be thought to consist of a sequence of small intervals dt, each 
representing an independel)t Bernoulli trial with p = A dt. In other words the probability of 
x successes within the total interval tis given by the. binomial. In the limit, that is, when the 
number of small intervals is very large and tl1e probability of success pis small, the Poisson 
distribution is obtained: 

(At)' 
p(x) = -~e~'' 

. x. 
for x = 0, 1, ... 

The mean and variance of the Poisson distribution are 

E[X] = V[X] = At 

Example 13.6 
-~ 

(13.2.22) 

(13.2.23) 

The probability that a vehicle will turn left at an intersection is known to be 0.15. Assuming 
independence; Calculate the probabilities of the following events: 
_(a) The. tenth vehicle is not turning left. 
(b) Exactly ~hree out of.ten vehicles will tum left. 
(c) At least three out often vehicles will tum left. 
(d) No more than three out of ten vehicles wintl}rn left' 
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(e) The ftrst left-turrting.Vehicle will be the fourth vehicle. 
(f) The eighth vehicle will be the'third to tum left. 

581 

·Solution The rrioveffien:t of_~ach.vehicle is a Bernoulli trial withp = 0.15 and q = 0.85. 
(a) The_ probability ~at the tenth vehicle, and any other vehicle, will not turn left is 

q '= 0,85 (Bernoulli distribution). 
(b) According to the binomial distribution, the probability that three out of ten vehicles 

will tum left is 

p(3) = 0.130 

' (c) The complement of event A: at least three out' of ten is event B: zero or one or two 
out of ten and 

P[A] = P [X > 2] = l - P[B] forn = 10 

But B is the union of three· mututilly exclusive simple events, the probability of which-is given 
by the binomial. Hence 

P[A] =I- {p(O) + p(l) + p(2)) 

= 1 - (0.197 + 0.347 + 0.276) = 0.180 

(d) The binomial still applies. The probability of the compound event A: no more than 
three in ten is 

P(A) = P [X < 4] = p(O) + p(l) + p(2) + p(3) 

= 0.197 + 0.347 + 0.276 + 0.130 = .0.950 

(e) This question ·may be answered by using either the geometric distribution or the 
negative binomial (Pascal) distributiqn with k = 1. Thus 

p(4) = (Q.85) 3 (0.15) = 0.092 

(f) The Pascal distrib;ution provides the answer to the question of the probability that the 
kth (i.e., third) left turner is the eighth vehicle, x, is the seque!lce 

p(8) = 0.031 fork= 3 

Discussion The event of which the probabilitY is being sought must be clearly understood. 
For examPle,· the difference between "exactly tl;rree," "at least three," and "no more than'tbree" 
was illustrated in parts -(a),_ (b), and (c). Also; the appropriate distribution must be selected. It 
should be remembered that the notation p(x) has a different meaning depending on the partic­
ular distribution used. Thus in the case of the binomial p(4) represents "the probability of four 
occurrences in n· trials," and in the case of the geometric, it represents "the probability that the 
fust occurrence 'is on the fourth triaL" 

•• 
Example 13.7 

It is known that _8% Of the drivers in- a resort town drive under the influence of alcohol. 
Assuming independence, calcUlate the probability of the following events: 

· (a) No driver in five stopped is under the influence. 
{b) ExactlylO out of 100 stopped are drunk . 
(c) Fifty out of 500 are under the influence. 
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SolutiOn·· Corisldering the discoverY of a drunken driver to be a "success," each act of stop­
ping. a driver is a Bernoulli trial With p ::::=: 0.08'. 

(a) 11le probabiHt)r of fi_n~ing _q.o ~rivet to be. t_l:nder the influence of alcohol in .five ind~­
. pendent BernoiJ11i trials is the pro~uct q = 0.659 (see: Eq. 13.2.6b). The same result can. be 
·obtained by applying the binomial distribution with zero successes in five trials. 

(b) In thi~· case the binomiat'yields a probability of discovering exactly tell drunken 
drivers~ 

p(JO) = 0.102 when n = 100 

Since pis small and n is large, th~ Poisson with a mean np = 8 (Eq. 13.2.17a) may. be applied 
·to approximate the binomial distribution; that is, 

p(JO) = P[X = 10] = 0.099 when n = 100 

(c) Repeating the procedure of part (b), the binomial distribution yields p(50) = 0.0!67, 
and the Poisson approximation (with mean 40) results inp(50) = 0.0177. 

Discussion The Poisson approximation to a binomial improves as the number of trials 
.increases. In this particular case the same conclusion is reached by _eomparing the mean and 
variance of the binomial distribution.- For ·part (b) the mean is 8 and the variance is npq = 7 .36. 
For part (c) the mean and varianee are 40 and 36.8, respectively. 

Example 13.!1 · 

Cars arrive at a parking. garage at a rate of 90 vehlh according to the Poisson distribution. Com­
pute the eumulative distribution for the random variable X that represents "the number of 
arrivals per minute." 

Solution The mean arrival rate is 1.5 veh/min. Hence Eq .. 13.2.22 becomes 

' (!.5)" 
p(x) =P[X = x] =~-e-1 ·5 

x! 
X= 0, !, 2, ... 

The cumulative distribution F(x) = P[X ::=:;; x] is obtained by summing the· probabilities of the 
simple events 0. 1 •... • x. The results ar~: 

X p(x) = P[X = x] F(x) = P[XsxJ 

0 0.223 0.223 
1 0.335 0.558 
2 0.251 0.809 
3 0.126 0.935 
4 0.047 0.982 
5 0.014 0.9% 

•• 

Discussion Properly, the cumulative distribution approaches 1 as x approaches infinity. 
According to the Poisson distribution. the random variable X is defined up to this limit. In 
practical situations. however, X is usually bounded at some lower value. In the Situation exam­
ined here, fOr example, the number of cars arriving at the garage within a minute cannot be 
very large. Thus, at best, th~ Poisson distribution can serve only as an approximation to this 
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siwation. Noting, however, that the calculated probability of more than five arrivals per 
minute is only 0.004, it js not Unreasonable to expect that this approximation would be satis­
factory. 

13.2.6 Continuo~s Rand~m Variables 

The random variables discussed in ihe preceding section were allowed to assume a count­
able number of values. On the other hand, many situations are characterized by an uncount­
able number of possible outcomes that can be described only by continuous random 
variables. For example, consider the measurement of the head ways between persons as they 
enter a hall. Conceivably the headway between any two persons .can vary from zero (when 
they enter ,simultaneously) to infinity (following the lAst person ever to enter the hall). 
Assuming that the headways can be measured with absolute precision, the probability of 
obtaining exactly any particular value is zero. In the continUous case probability is associ­
ated with ranges of the outcome rather than with single values. The following definitions 
clarify this statement 

The range over whiCh a coritinuous random variable is defined (e.g., zero to infinity 
in the example relating to headways) can be divided into infinitesimal intervals, dx. If the 
probability that the outcome of an experiment will fall within dx is equal to the areaf(x) dx, 
then the functionf(x) is defined as the probability density function (pdf) or the continuous 
probability distribution for that experiment. 

Since the probability of the occurrence of any event is nonnegative, a pdf is also non­
negative. Moreover, according to Eq. 13.2.2, the sum of the probabilities of the (mutually 
exclusive) events defined by each dx over the range of the random variable X must neces­
sarily equal unity. In mathematical terms 

f(x);;, 0 for all x (13.2.24a) 

and 

r= f(x) dx =I 
-= . 

(13.2.24b) 

These conditions correspond to the requirements that must be satisfied by discrete proba­
bility distributions expressed by Eqs. 13.2.7. The area under the pdf between points a and 
b is equal to the probability that the outcome will fall in the interval { a,b), or r f(x)dx=P[a""X""b] (13.2.25) 

· When a = b, the area under the curve is zero. Hence the probability associated with any 
single value of the random variable is zero. 

The mean, the variance, and the standard deviation of a pdf are defined as 

E[X] = r: xf(x) dx (13.2.26) 

V[X] "" f -~:- (x - E[X]) 2f(x) dr. (13.2.27) 
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and 

S[K] = (V[X]}" 2 (13.2.28) 

. Equation 13'.2'.26 describes the first moment of the area under the curve• about the 
y-axis·. Considering ~atthis-area equals unity,. the· expected value is the x-coordihate:ofits cen­
troid. Equation 13.2'.27 describes.the second moment of the area about the· centroidal' y-axis. 

The cumulative df'stribut~onfunction (cdf) of a continuous random:variable·is.defined 
as 

P[X ~ x] = J: _J(x) dx (13.2.29) 

The cdf is a nondecreasing function with a lower limit of 0 and an uppet·limit of LIn this 
respect it is identical to the cumulative distribution function of a. discrete: rcandom: variable. 

13.2.7 Some Common. Continuous Distributions 

The uniform distribution is defined as 

f(x)l b•~ a 

0 

fora.~ x ~ b 

otherwise . (13.2.30) 

In words, it consistl; of a horizontal line over the range { a,/J l. in such a way that the area 
under the curve is equal to I. The mean and variance of the uniform pdfru:e 

E[X] =a+ b 
2 

and [X]= (b- a)z 

12 
(13.2.31) 

The (negative) exponential distribution bears a special relationship to the discrete 
Poisson distribution. When the occurrence of an event follows the Poisson distribution,. the 
in~erval between occur:rences is distributed accordirig to the negative. exponential. For 
e;<ample, if vehicles arri'(e at an intersection according to the Poisson distribution~ the· inter­
arrival times (i.e., the headways between successive vehicles) are exponentiany distributed. 
The negative exponential pdf is 

f(x) = ae-"' (1H.32.) 

where e is the base of natural logarithms. The mean and variance of the negative exponential are 

1 
EfX] =­
.it a 

and (13.2 .. 33)' 

The mean of this distributiOn is equal to its standard deviation. Moreover .. it is the reciprocal 
of the mean of the Poisson distribution. 

Numerous.distributionshave been used to describe vehicular headways and other 
traffic phenomena (e.g., Ref. [13.2]). Those justdiscus~ed ~ill be sufficient for thepuiposes 
of this book. 
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Example 13.? 

·Given the arrival pattern of Example 13 .8, calculate (a} the mean lleadway, (b} thq1robability that 
a headway iS les~ than 9r egJ.tal to 4S s, and (c} the Probability of headways longer than· 2 min. 

. -Soluti-On (a) The avefage, 0~·· mean,. headway is the reciprocal of the· average number of 
arriVals ,per unit time. The'latter was calculated in Example 13.8. to be· 1.5 veh/rnin. Therefore 

E[X] = l = _1_
5 

min (per vehicle) 
a L 

(b) This probability is given by the integral of the pdf from 0 to 0.75 min,. or the value 
of the cdf at x = 0.75 min. Hence 

P[X,;; 0.75] = F(0.75) = l - e-"5
"

0
·
7

" = G.675 

(c) P[X > 2] = 1 - P[X,;; 2] = e-3 = 0.05(}. 

Example 13.10 

Given that the instantaneous location of vehicles along a highway is Poisson distributed and 
that the average concentration is 100 vehlmi, calculate (a) the probability th~t 30 vehicles will 
be found on any quarter of a mile and (b) the probability that the spacing between any two vehi­
cles is less than or equal to 0.02 mi. 

Solution (a) The average number of vehicles per quarter mile is 25 and the probability that 
exactly 30 vehicles occupy a quarter mile, according to the Poisson distribution, is_ 

p(30) = P[X = 30] = 0.045 

(b) If the location of the vehicles is Poisson distributed, their spacing is exponentially 
distributed. With an average spacing of 0.01 rni (i.e., a = 100), 

F(0.02) = P[X,;; 0.02] = 1 - e-ooo)(o.o2) = 0.865 

Discussion The relationship between the negative exponential and the Poisson distribu­
tions is clearly illustrated by the last two examples. Both are "memoryless." This property 
implies that the occurrences of events described by the Poisson are mutually independent. 
Similarly, the intervals between events described by the negative exponential are mutually 
independent. Specifically, when the negative exponential is used to·describe the time interval 
between successive occ~rrences, the· -memoryless property means that occurrences in the 
future are not influenced by what has happened in the past. In the case of vehicular head­
ways the negathre exponential is most appropriate in the case of low concentration condi­
tions, when the interactions between_ vehicles are at a minimum and vehicular events occur 
at random. When used to_.-d,escribe the headways between vehicular arrivals at an intersec­
tion, it seems reasonable that the intersection should be isolated, or removed, from other 
intersections\t which, ,beCause of the signal control regularity, may impart a definite pattern 
to the arriva1s at the intersection under stUdy. ' 

Perhaps the best-known probability density function is the normal (or Gaussian) distri­
bution. Many natural phenomena tend to be approximated by this distribution. Moreover, 
during the eighteenth century it was discovered that measurement errors' tended tofollow 
the "bell-shaped" symmetrical pattern of the normal distribution; Consequently this dis­
tribution played a very important role in the development of statistical theory. 
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The equation of the normal-distribution is given in terms of its mean JL and standard 
deviation rr a:s follows: ' 

·. · 1 [ . r'(x ~ JL)2l 
J(x) = u\.ll;exp ~2. -u-. j for-oo <x < + oo (13.2.34) 

(13.2.35) 

is distributed as N[O, 1]. The cumulative N[O, 1) distribution is given in Table 13.2.1. The 
value of z is read to two significant figures (first column followed by first row). Thus the 
cumulative distribution for z = 2.05 is 0.9798. 
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TABLE 1.3.2.1 Standard Norm-·al Cumulati.ve Distr'ib1,.1tion 

z 0.00 O.o! 0.02 O.QJ. 0.04 0.05 0.06 O.D7 0.08 0.09 

0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239 0.5279 0.5319 0.5359 
0.1 0.5398 0.5438 0.5478 0.55\7 0.5557 0:5596 0.5636 0.5675 0.5714 0.5753 
0.2 0.5793 0.5832 0:5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141 
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517 
0.4 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.6844 0.6879 

0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224 
0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549 
0.7 0.7580 0.7611 0.7642 . 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852 
0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133 
0.9 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389 

1.0 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621 
1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 

• 
0.8830 

-1.2 0.8849 0.8869 0.8888 0.8907 0.8925 ,0.8944 0.8962 0.8980 0.8997 0.9015 
l.3 0.9032 . 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 . 0.9147 0.9162 I 0.9177 
1.4 0.9192 0.9207 0.9222. 0.9236 0.9251 0.9265 0.9279 0.9292 0.9306 0.931.9 

1.5 0.9)3.2 0.9345 0.9357 0.9370 0.9382 0.9394 .. 0.9406 . 0.9418 0.9429 0.9441 
1.6 0.9452 0.9463 0.9474 . 0.9484 0.9495 0.9505 0.9515 M525 0:9535 0.9545 
1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633 
1$ 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9699 0.9706 
1.9 .0.9713 0.9719 0.9726 0.9732 0:9738 0:9744 0.9750 0:9756 0.9761 0.9767 

2.0 0.9772 0.9778 0.9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817 
2.1 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.9857 
2.2 0.9861 0.9864 0.9868 0.9871 0.9875 0:9878 0.9881 0.9884 0.9887 0.9890 
2.3 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916 
2.4 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936 

2.5 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0:9949 0.9951 0.9952 
2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 . 0.9962 0.9963 0.9964 
2.7 0.9965 0.9966 0.9%7 0.9968 0,9969 0.9970 0.9971 0.9972 0.9973 0.9974 
2.8 0.9974 0.9975 0.9976 . 0.9977 Oc9977 0.9978 0.9979 0.9979 0.9980 0.9981 
2.9 0.9981 0.9982 0.9982 0.9983 0:9984 0.9984 0.9985 0.9985 0.9986 0.9986 

. 3.0 0.9987 0.9987 0.9987 0.9988 Oc9988 0.9989 0.9989. 0.9989 0.9990 0.9990 
3.1 0.9990 0.9991 0:9991 0.9991 0.9992 0.9992 0.9992 ) 0.9992 0.9993 0.9993 
3.2 0.9993 0.9993 .6.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995 
3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0-9996 0.9996 0.9996 0.9997 
3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9998 

From Irwin Miller and-John-'E. Freiirid, Probability and Statistics for Engineers, 2nd ed., © 1977~ p. 487. RePrint'ed by 
permission of Prentice.:Hall, InC., Englewood Cliffs, NJ . 

. II 

Example 13.11 

The scores of stucJents taking a ,national eXamillation folloW the normal-distribution with 'mean 
500 and standard deviation 100. 

(a) Calculate the proportion of scores above 643. 

(b) Calculate the minimUm score tha:t places a' stUdent in the top 5%. 

(c) Calculate the propOrtion of students scoririg between 400 and 700. 



ProbabH ity and Statistics Chap.13 

S<>luti<>Ii. According to Eq. !3.2.35, ·z ~ (x- 500)/!00 is distributed as N[l, OJ. 
'(.a)_For x = 643, z -= 1.43, consulting Table 13.2.1, the probability that z is less than or 

equal rt<O L43 (~her w·ay ,of ~statiri:E "xis less than· or ·equal to 643") is D.9222. Therefore·the 
pr<>ba!Ji!ity -z is greater man 1.43 is·giwn .ru; I - 0.9222 ~ 0.0764; mat is, 7.64% of the 
examinees are expected to -score :ab.oVe 643. 

{b) F(z) ~ -0.951ies between z ~ L64 andz ~ 1:65. The corresponding values ofxare 
664 .and '665~ .r.esp~ctively. Conservatively~ .a gr.ade above 665 ensures that the student is in th~ 
;top5%. 

(c) !'or x ~ 400, z ~ -LOG and fm x ~ 700, z ~ 2.0Q. Note that Table 13.2.1 contains 
-only positive vaiues of z. How.f:ver, because of the symmetry of the norm,al distribution, the area 
F( -z) ~ 1 - F(z). As aresult, F(- !.00) ~ I - F(I:OO) ~ I - 0.8413 ~ 0.1587. The area 
F{2c00) ~ 0.9772. Consequently the .a<ea between z ~ - !.00 (corresponding to x = 400) and 
z ~ 2.00 (rorxesponding to x = 700) is F(2.00) - F(- 1.00) ~ 0.8185. This meansthat 8 !.85% 
·of the examinees are expected to score between 40Q and 700. 

13.3 EXPERIIIIIENTAL DATA AND MODEL PARAMETERS 

In many engineering ;md scientific applications relationships between variables are estab­
lished by conducting experimental studies in either the laboratory or the field. The data 
collected in this manner may be plotted and the relationship between them discerned. 
Figure 13.3.1 represents a plot (known as a scatter dwgram or"scatterplot) of such obser­
vations, each'described in terms of a pair of values X and Ythat resulted from an experi­
ment. The two variables may represent the stress and strain of steel samples, the speed and 
concentration of a traffic stream, or city population and volume oflong-distance telephone 
calls. Because of experimental and other errors of measurement, the points shown On the 
scatter diagram will not fall precisely on a smooth curvec For this reason the task of the 
analyst becomes threefold: to hypothesize the mathematical form of the relationship 
between the two variables (model postulation), to estimate the parameters of the model 
based on the experimental data (model calibration), and to determine .how .well the cali­
brated relationship explains theobserved data (goodness of fit). 

One method of deriving the relationship between the two variables X and Y plotted in 
Fig. 13.3 .I is freehand approximation. However, the resulting relationship between the 
variables as well as the assessment of the goodness of fit will be highly subjective. For this 
reason a well-defined and rigorous technique of curve fitting is usually preferred. The 
method of lea_si squares is a technique that yields the best-fitting line of a postulated form 
to a set of data. For example, the following are two possible mathematical forms that may 
be postulated in the case of a relationship 'involving two variables Y and X: 

Y=c a+ bX 

Y = c + dX +eX' 

(l3.3·:·Ja) 

(13.3.lb) 

where X is the independent, or explanatory, variable, Y is the dependent, or explained, vari-
. able, and the constant coeffitients are the model parameters. Because a set of paired values 

of (X1, Y,) are the known results of an experiment; calibrating the-mode/means determining 
the unknown values of the parameters that fix the postulated equation to the one that best 
fits the data. 

l 
l 
I 
I 
I 
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'------------- X JF.igur-e 13.3.1 Scatter diagram. 

13.4 liNEAR AND NONliNEAR REGRESSION 

The method of least squares determines the numerical values of the coefficients that mini­
mize the sum of square deviations betw6en the observed values of the dependent variable .Yi 
and the estimated valued', that would be obtained by applying the calibrated relationship. 

13.4.1 Simple linear Regression 

Consider the scatter diagram of Fig. 13.4.1. If itcan be assumed that the relationship 
between X and Y is linear, then the method of least squares linear regression can be used to 
nnd the one straight line that best fits the data shown. An infinite number of straight lines 
·can be drawn through the scatter diagram, each having its unique pair of parameters, that 

· is, the Y-intercept a and the slope b. Hence the problem reduces to finding those values of 
a and b that define the best-fitting straight line. This line will then be used to describe the 
relationship between X and Y as 

Y= a+ bX (13.4. 1) 

Considering the ith observation shown in Fig. 13.4.1, a difference exists between the 
observed value of Y, corresponding to X, and the estimated value of Y that ;vould be obtained, 
by substituting X, in Eq. 13.4.1. The estimated value of Y is denoted by Y, to distinguish it 
from the observed· value f;. The differe!lce between the two is kriown as the error, devia­

. tion, or residual. The straight line that minimizes some measure of the sum of all such devi-
ations would appear to be the best-fitting straight line. In order to weigh equally the positive 
and negative devi~tions (in other words ~ ?~r to ensure that the straighf'line passes 
through the scatter diagram), the deviations ar~ squared and their sum is minimized; that is, 
the specific values of a and b are selected in such a way as to rllinimize the sum of square 
deviations. . 

In mathematical terms, find the values of a and b that minimize ft!e _$urn: 

N 

S=2:(Y,-Y,) 2 (13.4.2) 
i=l 
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y 

• • • 
• • 

A • • Y, • • 
,yf , (Xi,.Y;·) 

a 

·~--------~--------~--------~----% 
x, 

Figure 13.4.1 Linear regression. 

To minimizeS with respect to a and b, Eq. 13.4.2 must be expressed in terms of these 
two parameters. This is accomplished by substituting Eq. 13.4.1 in Eq. 13.4.2: 

N 

S = 2: (l', - a - bX,) 2 (13.4.3) 
i""l 

Setting the partial derivatives of S with respect to a and b equal to zero, we have 

as N · 
- = L [2(Y,- a- bX,)(-1)] = 0 
aa . i=l ' ' 

(13.4.4a} 

as N 
ab·'*' '~ [2(Y,- a- bX,)(-X,)] = 0 (13.4.4b) 

Dividing by 2 and rearranging terms gives 

Na + (~, x} = t ~~ (13.4.5a) 
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>( .. ~_-x,)a + (~ r,)b c=(. ~ ~,r,) 
1'=1- . 1=L t=l .· 

(I3.4.5b) 

. . . 
These two e.C}:Uations-, 'kno~ri ~s. the· characte-n~stic equations, are linear with two unknowns 
a and b because the coefficients of the two unknowns and the constant terms on the right­
hand side can be computed using the known data of,the original experiment. 

Application of Cramer's rule lea(ls to 

I N I.Y I 
b = 2:x, 2: ~li = NL'X x,Y,) = (lX,H:2c Y,) 

I N. SAjl. . N(:2cXf)- (:2cX,)
2 

·. 2:x, IX' · · 

(13:4.6j 

Substituting the mean values of the observations X and Y defined as 

N 

2jY, 
and Y=i=l __ 

. . N (13.4.7) 

where N is the total number of exl'\'rimental data, Eq.)3.4.6 can be rewritten as 

Z:.(X, - XJ(Y, - Y) . 
b =-.-· ---~--. 

' z:.·(x, - X)z 
(13.4.8) 

Di\~ding Eq. 13.4.5a by the number of observations Nand substituting Eq.l3.4.7-we obtain 

f= a +bx . (!3.4.9) 

In other words the point (X, Y) satisnes the equation ofthe best-fitting Jirie. This means th.at 
the best-fitting straight line always passes through the mean of the observations. 

By substituting the value of b obtained from ei!her Eq. 13.4.6 or Eq. 13.4.8 into 
Eq. 13.2.9, theY-intercept a becomes · 

a;= Y ~ bX (13.4.10) 

·ThuS, giv~n a set of N observations(X;,Y;), fue parameters of tlle b~st-fitting sttaight line 
are gi~en by Eqs. 13.4.8 .and 13.4.10. · 

Example 13.12 

Given the following measurements of traffic speed u and concentration k, apply-the Inethod of . 
least squares to find the best-fitting straight line u = a + bk. 

Jt 

,U 

k 
50 
10 

45 40 
20. 36 

30 
39 

25 
70 
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·Solution Speed is the dependent. variable, concentration is the independent variable, and a 
.. and bare the desired·parameters ofthe :Postulated lineannodel. These parameters are calibr-ated 
by usiJ+g Eqs. 13A;8 .and 13.4.10 .arranged in tabular form here: 

u 

50 
45 
40 
3{) 

25 
190 

where 

Hence 

and 

k u-u k-k (u - ii)(k- k) 

!0 12 -z~ -300 
20 7 -15 -W5 
36 2 I 2 
39 -8 4 -3.2 
70 -13 35 -455 

175 0 ·0 -~90 

.u = 190/5 = 38 

k = 17515 = 35 

-890' 
b = mi = -0.43 

a = u - bk = 38 + (0.43){35) = 53.05 

u = 53.05 - 0.43k 

(k- k)' 

625 
225 

I 
16 

1225 
2092 

The scatter diagram and the best-fitting straight line are shown in Fig. 13.4.2. 

60 

53.05 

•• 

k veh/mi 

123 Figure 13~4.2 Scatter diagrams and best~ 
fitting line (small spread of 
data). 
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DiscusSion The coefficient b tum·ed out to be negative, as one would expect from the dis-­
cussion ofthe general speed7conceritration relationship. Also, it should be noted that the tech~ 

, . nique. did not detennine the mathematical fonn · of the relationship: A linear form was 
_ JX?stulated-and the best--fitti_ng Straight line according to theTegression criterion was the resUlt. 

· Example 13.13 

Repeat the procedure of Example 13.12 using the following set of observations: 

u 
k 

70 
10 

20 
23 

15 
39 

50 
38 

35 
65 

. Solution Proceeding as before, we obtain 

u 

70 
20 
15 
50 
35 

190 

where 

_Hence 

and 

k u-u k -.k 

w· 32 -25 
23 -18 -12 
39 -23 4 
38 12 3 
65 -3 30 

175 0 0 

u = 190/5 = 38 

k = 175/5 = 35 

b = ,-730 = -0.43 
1694 

(u- u)(k- k) 

-SOP 
216 
-92 

36 
-90 

-730 

a = u- bk = 38 + (0.43)(35) = 53.05 

u = 53.05 - 0.43k 

(k - k)' 

625 
144 

16 
16 

1225 
1694 

·The best-fitting straight line through the given data is shown in the accompanying Fig. 13.4.3. 

Discussion As far _as the calculation of the model's parameters ·is concerned, this 
problem is identical to the preceding_ problem. In both cases the best-fitting straight lines 
passing through the respective scatter diagrams· were found. Notel. however,-·that both 
problems -led tO.II'identical regression equations. But a comparison of the two diagrams 
reVeals that the first represents a--tighter fit to the data than the second. Although the two 
sets of data led to the same relationship, the analyst would have more confidence in using 
t~e equation -in the case represented by the first than the second set of experimental obser-

, vatfons. A quantitative way of quantifying the "goodness of fit" is ·needed. The next sec-
. tion addresses this question. , 
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. 13.4.2 Correlation 

The sum· 
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Figure 13.4.3 Scatter diagrams and best­
fitting line (large spread of 
data) . 

(13.4.!1) 

_called the toial sum Of square deviations from the mean, or the total variation, is a measure · 
of the degree to which the Y observations are spread around their average value. It can be 
shown (see the exercises) that 

ICY, - Y) 2 = I(Y,- Y,)' + I(Y,- Y) 2 (13.4.12) 

The first termon the right-hand side ofEq. 13.4.12 is the error sum of squares (ESS), which 
the regression technique minimizes. It is also known as the unexplained variation. The 
second term represents the sum. of squares of the difference betweel) the estimated va)ues 
of Y1 that lie on the regression line and the average value. ofY, which, as proven in the pre­
vious s~ction, also. lies on the regression .line. Thus these differences are explained by the 
presence of the line. The sum of the squares of these quantities is known as the e;.;plained 

· variation. The goodness of fit of a regression line increases with the proportion of the total 
variation that is explained by the line. The coefficient of determination 

"' 2 TSS- ESS I(Y,- Y) 2 

r "': TSS = I (Y
1 
~ Y) 2 (l3.4.l3) 

quantifies this fact. It ranges- from zero when'none of the total variation is explained by the 
regression line·to unity when ail of the variation is explained by the line. It is denoted as a 
squared quantity to capture the fact that it is always l)Onnegative .. The square root of the 
coefficient .of determination is called the coefficient of ~orrelati!m. Its value can range from 
- I to + 1. In t.'le case of linear regression the sign of r is the same as the sign of the slope b 
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r,;,~l.O 

'-------------X '-~-----------X 

of the regression line. Figure 13.4.4 illustrates that if r is near+ 1, there exists a high posi­
tive correlatiOn; if it is near -1. there exists a high negative correlation; and if it is around 
.zero, _there' exists no correlation between X and Y. The following formula gives the proper 
magnitude and sign of r: 

_ N(~ Xi-) - (~X)(~ f.) r = •'-" __ l l I 1 

' t[N(~Xf)- (~X,) 2][N(~ Yf)- (~ Y,) 2
])"

2 (13.4.14) 

Example 13.14 

Compute the$Coefficient of correlation between X and fusing the data of Examples 13.12 
and 13.13. · 

Solution Using Eq. 13.4.14, we obtain 

r = -0.95 for the data of Example 13.12 

and 

r = -0.39 for thedata of Example 13.13 
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Discussion As expected,. both. correlations are negative and the first case represents a better 
fit than the secOnd. 

13.4.3 Multiple Linear R.egression· 

Simple linear regression involves only two variables. But often it is appropriate to postulate 
relationships that include two or more independent variables, each of which partially 
explains the value of the dependent variable Y. A relationship between the dependent and 
the independent variables of the form 

(.13.4.15) 

calibrated by the method of least squares is known as a m~ltiple linear regression model. 
Although a detailed treatment of the method of multiple regression is beyond the scope 

of this book, it is of some value to point out certain characteristics of the model. First, it should 
be understood that every experimental observation used in the calibration process must con­
sist of (p + 1) observations (Y,, X", X21, ••• , XP1). Calibration of the relationship means, as 
before, the estimation of the numerical values of the parameters of the model (i.e., the con­
stant a0 and the coefficients a 1, •.. , aP in order to minimize the sum of squared deviations). 

Second, the independent variables to be included in the relationship must be chosen 
so that they are not highly correlated among themselves. The simple correlation coefficient 
between pairs of potential independont variables may be computed via Eq. 13.4.14. When 
this criterion is satisfied, each of the terms on the right-hand side ofEq. 13>4.15 would be 
independent of the rest, capturing the effect of that specific variable X on the value of the 

·dependent variable Y. If on the other hand two X's included in the equation were highly cor­
related, then it would be very difficult to examine the effect of each on the dependent vari­
able because varying one of the two X's necessarily involves a change in the other. 

Third, each of the selected independent variables must be highly correlated with the 
dependent variable Y,· otherwise it would have no explanatory power. 

Several calibration procedures are available for multiple regression relationships. 
One technique adds the independent variables one at a time and assesses the degree to 
which the addition of the last variable improves the relationship. On this basis a final rela­
tionship emerges, which includes the set of independent variables that provide the best fit. 
A coefficient of multiple correlation and various statistical tests can aid in assessing the 
goodness of fit. 

13.4.4 Direct Nonlinear Regression 

Linear regression (whether simple or multiple) assumes that the relationship between 
dependent and independent variables is in fact linear. Thus when linear regression is applied 
to the observations illust&ted by the scatter diagram in Fig. 13.4.5, the result will be the 
best-fitting straight line (see the dashed line), even though the underlying relationship is 
clearly not linear. 

To calibrate nonlinear relationships, one of two methods is frequently used. The first 
method involves specifying a nonlinear m~l and proceeding through the minimization of 
the sum of squared deviations, as in the case of simple1inear regression, except that the pos­
tulated nonlinear form is substituted in Eq. 13.4.2 prior to the ,;,;nimization step. This is 
illustrated next for the best-fitting parabola to a set of experimental data. 

. ' 
I 

I 
I 
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L---------------------------------- X 
FigureJ3A:.s-· Nonlinearity. 

EXample 13;15: Least Squares-Parabola. 

Fit an--equation·ofthe·forrn-:Y =-a. +-bK +- cX2 'to theJollowing-data: 

y 

X 
30; 

2 
40 

3 
85 
5 

Solution. The- unknown parameters. a,. b;. and. c · are· cOniputed ·,by .. minimizing the sum of 

squared. deviations, or 

minS = :2:(r; :Y,)' 
= ~.(Yi.- a:-- bX; - cX;)2 

The following: characteristic. equations- result from· setting: the: partial derivatiVes of S with 
· respectto.a, b, and.c equatto zefo·and:separating.-variables: 

:2: Y1 = aN =' b('JoX1) + c(:2: Xi) 

:2:(X,Y,) = a(S Xi),+ b(:$ Xtl + c(:$ Xj) 

:2:(XfY,) = a(SXtl + b(:2: X/) +, c(I'Xi) 

· Substituting:the given data in the characteristic equatjons;.we·:obtain· 

220 = 4a.+ 14b+54c 

865 = 14a• * 54b + 224c 

3645 ,; 54a + 224b+ 978c. 
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.which, when xolverl .. simultaneou~ly, yield tJm following values: 

a= 16. p = 1:5, nnd 

1Jhus .the best ~frttir:tg ·:parabola of the postulated type -becomes 

Y = 16 + 1.5X + 2.5X2 

Chap. 13 

Jliscussion Again, :it must be ·emphasized :that -t.h,e -technique did not ·select the functional 
,-form ·btrt mere'ly .determi-ned thebes~ line of the .form -supplied by the analyst. care must be 
taken to :express the s11m of squared deviations to :be minimized in terms of the postulated 
form. The ·reader is,encouraged to find th~'least squares equations. of the forms Y = .aX + bX2

, 

Y = a -+ bX2
, .andY = .bX2 using the same data .and to compare the results of the three 

regression fines. The .first .and .last of these equations "force" the line .to pass througb.the 
origin. 

"13,4:5 Linear ·Regression with Transformed Variables 

"The ,second method of cailibrating nonlinear. relationships applies when a nonlinear rela­
.. tionship .can be transformed to a linear Felationship, as Fig. 13.4:6 illustrates .. In this case 
· :·linear 'r.egPessiam .is .applied ,to the tr:an~formed relatiou"Ship :tQ determine the values of it~ 

parameters; which are then transformed back to the parameters{)[ the original model. 

Example 13.16 

y 

The following-speed and concentr-ation measur:e:m.ents were taken-,on-a highWay: 

•U 

.k 
50 
10 

'l5 
40 

35 
50 

25 
80 

20 
!00 

'Itis,deSired(toccaiibtate.-a:qpeed-concentr-ation eqtiati:on uf the fuim proposed .by Underwood; .that 
is,:u = .ty-,exp( -klkm), Determine the _patameters -ofthis model using .simPle liaearre;gresslon. 

./nY 

•• 
lnY= Ina+ blnX 

L--'---------./nX 

cE:1gUre T3t4;6 Variable:ttans'formation. 

r 

I 
' 
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Solution The postulated relationshi,p,is•not:linear..How.ever; taking<the:naturaJ, Icigarithm of 
,both-sides, we.baYe. 

k 
ln,u: =-ln.u - --

f km 

The~following·_substitutions,rendert~is.equation-in the:proper·Iiheanegression form: 

Y = ln-u X=k 

Perfonning-.simpleJinear regression ofX_on Y as before Ieads,to 

. a =4.01 b = -0.01 Y = 4.01 - O.D!X 

To find the values.of the parameters of-the original model, make.the inverse.transfonnation: 

and 

and 
-1 

k = - = lOO'veh/mi 
m b 

u =55 e-kiJOO 

DiSCussion· The.free~flow speed.of55 milh and the.·concentrationcatcapacity of 100 veh/mi 
represent-the- best-fitting ·underwood.relationship to the given data.: This equation may be 
applied as in Section 3.4 to find the implied q- k and.u- k curves and to estimate the capacity 
of the-roadway, w,hich (the-_reader·coufd.verify) happens to be.2023 veh!h. 

13:4.6' Selection· of. Explanatory Variables 

When estimating a multipleregression·model, the analyst is faced with the questions of how 
many and which independent variables to include in the equation . .The following rules of 
thumb provide some guidance in this respect Regarding the number 9f independent vari­
ables to be included in a• model, practical experience has shown that the law of diminishing 
returns- ho~ds true· with respect to accuracy resulting from increasing the number of inde­
pendent variables. Figure !3.4.7 illustrates the point by plotting.the.accuracy.obtained by 
increasingly complex models ~ersus the. number of variables employed [13.3]. The figure 
shows that a point is reached beyond which the extra cost and complexity associated with 
adding· another variable. (which in'cludes. the. need to forecast this variable toward the target 
year.) may not be warranted by the increasingly smaller improvements in accuracy obtained. 

The following four guidelines are helpful in deciding which explanatory variableMo 
include in a .linear regressjon modeL The selected explanatory variables: 

·* 
l •. Must: be linearly related to the dependent variable 

2: Must be highly correlated with the dependent variable 

·. 3. Must not be highly correlated between themselves 

4 •. Mustlend.themselves to relathcely easy. projection 

The first rule· states: that the. relationshiP' between· a selected' explanatory. variable 
and. the dependent variable> must be linear, as. required.by th<emathematical specification 



:500 

238 

" .,~ 
~ 

-~ 

" E 236 't; 
" O· 
" 2 
" ~ 

"2 234 
" "0 

" " v; 

.232 

Probability ana Statistics 

_________ __,_...:. ___ !!"-----~-----
./ 

/ 
I 

2 3 4 5 6 

Figure 13.4. 7 Graphica]:representation of the .stepwise change in standar-d error of 
·.estimate and coefficient ·of multiple detennination. 
(From Federal. Highway Adffiinistr<iti,on [13.3,].) 

Chap. 13 

:73 

of the modeL If this is not true, an appropriate transformation of the explanatory variable 
may be performed:as·explairredin Section 13.4.5. The second rule states that the explana­
tory variable must be h\ghly associated whh the dependent variable; otherwise it would 
have no explanatory power_ The third rule states that variables that are highly correlated 
among themselves :must not be included in the 'arne equation. If two potential explana­
tory variables are 'highly correlated, they essentially measure the same effect or in other 
words they are not independent. If both were to be included in the same equation, double 
counting would result. Moreover,' the resulting equation would not be easy to interpret, 
as the sensitivity Gf !he dependent variable to a .single explanatory variable could not be 

. captured by that variable's coefficient alone. The fourth rule states that the selected 
· explanatory variables mustbe sucb that they can be forecast toward the target year with 
l-.r¢lative ·ease. ·The :reason mod~ Is are used in the first place is that it is extremely difficult 
:to project the dependent variable directly. Consequently the model is calibrated in terms 
of a set of factors (or independent variables) that explain the dependent variable. Unless 
these factors :31'er.elatively easy to project into the future, the entire effort will prove to,be 
of little value. ·• 

By.applyirrg these rules, the number of potentially useful alternative specifications 
of a model can be cons.\derably reduced: What remains is to select the best model for 
this reduced set on the basis of statistical tests for goodness of fit and, not to be under­
estimated, the-.ap!llication of professional judgment to ensure the reasonableness of 
results. 
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Example i3.I 7 

. The following corr~latio~ matrix cOntains the simple correlation coefficients.between pairs of 
variables computed -~y Eq. 13.4.14 ·u~ing base~year data. DisCuss the question of which 

·. explariatory variables X should'·be included in a linear multiple regression model.' 

y x, x, x, X, 

y !.00 0.32 0.92 0.95 0.62 
X, !.00 0.25 0.19 0.03 
x, 1.00 0.99 0.29 
x, !.00 0.33 
x, !.00 

Solution Variable X1 is n?t highly c·orrelated with the dependent variable Y. Hence it may be 
eliminated from f1,1rther consideration. Although highly correlated with Y, variableS X2 and X3 

are also highly correlated with each other, Therefore they should not appear together in the 
same equation. Variable X4 is no_t'highly correlated with either X 1 or X2. Hence it can appear in 
the. same equation with either of the two. Based on this discussion, the following alternative 
linear multiple regression mpdels inay be considered: 

1. y = ·ao + a2X2 

2. Y = b0 + b3X3 

3. Y = c0 + c4X4 

4. Y= d0 + dzX.2 + d4X4 

·5. Y = ·e0 + e3X3 + e4X4 

Discussion The simple correlation matrix is symmetric, and only the upper or lower half 
. should be specifi_ed. The diagonal elements are equal to unity because the correlation 
between anY variable with itself is perfect. The five potential mOdels specified in the solu­
tion meet the rules of selection given earlier. Further analysis is requfred to discover the best 
among them. 

13.5 HYPOTHESIS TESTING AND MODEL EVALUATION 

A number of hypotheses are formulated and tested statistically to evaluate the goodness of 
fit of a linear model estimated with empirical data. The basic steps of hypothesis testing are 
the following: 

Step 1: Formulation of a null hypothesis (H0); for example, parameter value is equal to the 
estimated value. . 

Step 2: Formui~Jjion of an alternative hypothesis (H1); for example, parameter value is 
equal to zero or a value different from the estimated one. 

Step 3: Identification of a test statistic distribution based on H0 ; usually Student's t or F 
· statistic. is used. depending on the test. 

Step·4: Perlormance of comparison and rejection of H0 if test statistic has very low prob­
ability of occurrence when H0 is tru~: 
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. These basic steps are applied to three common tests: single-parameter test, test of a 
linear mode.! as a whole, and test of equality of segmented linear models. These three tests 
are detailed next 

13.5.1 Single-Pa~ameter Test 

As the name of the lest indicates, one parameter at a time is tested. It is compared with an 
alternative value (most commonly with zero). The test is formulated as follows: 

Ho: 131 = fl'i 
HI: (II "' (If 

Statistic = I~~ - !3fl/s~~ 

Criterion: reject H0 if 1~ 1 - flfiJS~/VN > tN-J-I.aJZ 

where 

~ 1 =-=erage estimated value (mean) 

s~J = standard deviation of 131 

N = sample size 

J = number of degrees of freedom 
(i.e,, number of independent variables in the model) 

1 - ex = level of statistical confidence desired 
(e.g., for a = 0.05 the level of statistical confidence is 95%) 

The most common test of this type is setting H0: !3 1 = 0 and H1: !3 1 "' 0. 

Example 13.18 

The following data were gathered for sat~rationJlow (see Chapter 4 for definition): 

1820 1700 1780 1620 1810 1850 1690 1750 1750 1900 1860 1830 

Compare these measurements with the recommended value of 1800 fof a 95% level of statis­
tical confidence and qecide ~hich is the prefe~d value for the saturation flow. 

·' Solutiori First the mean and standard deviation of th-e Sample rilust be estimated. Treat satu­
ration flow as parameter fl", 

Then·the·hypotheses are formulated: 

H0 : ~ 1 = 1800 

HI: ~I"' 1800 

B(mean) = 1780 

s. = 81.2 

N= 12 

StatisJic = 11780- 18oolt8L2f'!i2) = 0.85 < 2.19 = tn.-i.o.ozs 
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The criterion value of the t statistic (2.19) was taken from statistical tables attached to any stan­
dard book on probability a!'ld statistic·$ ([13.1] and many others). Since this is a single-parameter 

. estimate, the J factOr is not applicable. 

· piscusSion · The test does. not support the rejection of the null hypothesis that the saturation 
flow-should be eq·ual to the; recommended value of 1800. 

13.5.2 Test of a linear Model 

This procedure tests the overall validity of a linear model by comparing all of its parameter 
estimates to zero. If the test is not passed, this means that there is substantial probability 
that all patameters may be equal to zero. and thus the model is by and large worthless. The 
hypothesis testing for this is as follows: 

where 

Ho: 13. = 0 

H 1: ~ 7" 0 
. . RSSif 

Stat1sllc = [ESS/ (N _ J _ l) J 

. . . . RSS/J 
Cntenon: reJectH0 tf[ESS/(N _ 

1 
_:1)] > F1.N-J-l.ll-«) 

(3., 0 = vector matrices 

RSS = TSS- ESS as defined by Eqs. 13.4.11 and 13.4.12 

N = sample size 

J = number of estimated parameters 

F statistic = criterion number taken from statistical tables [13.1] 

Example 13.19 

A multiple linear regression model was estimated on a computer with the aid of a statistical 
package. The output includes the following: ESS = 45.0, TSS = 95:8. N = 1220, J = 8. Check 
whether the equality of all dependent variable parameter estimates to zero can be rejected with 
95% statistical confidence. 

Solution 'From tables [13.1] th~ F statistic results as F~. 1211 ,95% = 1.94.-The statistic and 
comparison is as follows: 

__ j~5 ·8 -.::s~ = 171 > 1.94 
·" 45.0/(1220- 8- !) 

Discussion The F test is generally not a powerful test; it helps to reject models with very 
weak associations between the dependent and independent variables. For N ~ J- 1 > 10 the 

.-f..,statistic value is less than3.0, and usually the estimated statistic can easily exceed the F-sta­
tistic value, .. tmless .if ESS. approaches TSS~ Fodnstance, in the previous example, if ESS is 
95.0. the statistic becomes !.27 < !.94. 
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.13.5.3 Test of Equality of Segmented linear Models 

Data foqhe analysis of a specific factor (dependent variable) are ga(hered from a popula­
tion. Often specific characteristics of the population suggest or necessitate the estimation 
of the same linear model for various subgroups of the population. Examples of this are 
(1) flow characteristics oftwo-, four-, or six-lane highways may be basically similar, but 
segmentation according to the size of the facility may provide better estimates for a specific I 
flow characteristic; (2) trip characteristics of people may be assessed more accur~tely if \, 
segmentation by gender is applied; (3) automobile ownership may vary significantly 
between urban and rural communities; and so forth; 

In the case of segmented estimation the corresponding parameters of each model I · 
should be checked for equality. If the hypothesis of equality between the corresponding I 
parameters of the models for each segment cannot be rejected, the segmentation is largely 
worthless. 

Assume a straightforward linear model with three independent variables, which was 
estimated as follows: 

Pooled model (p): 

All data: Y"" 130 + I31X1 + i32X2 + 133X3 

Segmented models (g): 

Segment 1: Y"" 13o; + 13 11X" + 132,%21 + 13,iX, 

Segment 2: Y = 1302 + 13, 2X12 + I322X22 + l33zX3z 

The hypothesis testing is formulated as follows: 

Ho: 13n = 1312• 1321 = 1322• 13,, = 1332 

H1: 13, * 13,2, 13,1 * 13z2• 13,. * 1332 
. . . . [ESS(p).- (ESS

1 
+ ESS2))/(J + I). 

StallstiC = . --· 
. (ESS 1 + ESS2 )/[(N, - J, - I) + (N2 -:- J2- l}] 

Criterion: reject H0 if 

. [ESS(p) - (ESS 1 + ESS2)]/(J + I) 

> FJ+ I,{(N1-11 ..,.-})+jN2 -_f2 -ll],{l -o:) 

In this illustration J is equal to 3 (131, 132, 133). ESS (p) is the ESS of the pooled model (an 
identical model estimated wfih all the data, without segmentation). . . 

•• Exaniple 13;20 

... : 
The following ,summafy_ statistics were obtained-after the pooiE!d and segmented ~stimation 
of a.li'near· mod_ei. Test the equality of parameter estimates between the segmented models 
.for n = 0.05. . ' · 
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Pooled Segment 1 Segment2 

ESS 180 60 73 
.TSS 400 . 190 210 
J .5 5 5 
N 645 305 340 

Solution The F statistic is estimated from tables [13.1]:_-F6,633,95% = 2.10. The.test statistic 
is calculated as follows: 

LJ80- (60 + 73)]/6 = 7.3 > 210 
(60 + 73)/633 . 3 

Thus the equality of parameter estimates between the segffi:ented models can be fejected. 

13.5.4 Comprehensive Judgment of a Unear Model 

Five major checks should be conducted for judging the quality and acceptability of an 
empirically estimated linear model: 

1. Overall model fit (coefficient of determination, r2 or K) 
2. Significance of parameter estimates (t test of all (l,) 
3. Equality of all parameters to zero (overall model worthiness, F test) 
4. Standard error of estimate of the dependent variable 
5. Sign and size of parameter estimates (intoitiveness of paranieters) . 

A mo\lel estimated from household survey data is utilized to illustrate the application of the 
whole set of tests: 

Y = . 0.26 + 0.71X1 
(0.63p (0.07) (0.02) 

The results are 

R2 = 0.49 

Dependent variable: 

+ 0.71X2 + 0,052X3 
(0.03) (0.013) 

F = 326 N = 1400 

0.28X4 
(0.05) 

Y =number of household automobiles (automobile-ownership level: 0, 1; 2; ... ) 

Independent varialJles: 

X1 =.number of drivers in the hou~ehoJd 

X2 = residential den~ity variable: 
1 ifh<l'usehold resides in a low-density (suburban) location, 
0 if household resides in a high-density (urban) location 

x3 = income per person c8Iculated as the ratio of the total household income to the 
numbe~of people in the household (in thousand 1989 U.S. dollars) · · 

X4 · = number of household workers who commute to work by public transportation 
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The numbers ·in:par.entheses Tep11esent the :standard .error of.estimate. 
. . The oMerall modelfit is deemed good $inoe R2 = OA9,which means that 49% of the 

variance ,<?f ·.the .deperndent ~ariable -can .be .explained .by .the ·model. R2 scores ranging 
between 0.30 and 0.60 .generally·denbtel\ good model fit II'- scoreslessthan 0.20 represent 
a .poor model fit, and 'Such models ·shou·ld be used with particular caution for real-world 

.. applications. R2.scores greaterthan 0. 70 when <derived from large samples (i.e., a few hun­
dred obServations ·or_ more) ma-y be suspicio~. CoH-inearity -effects -and other pFoblems may 
be resulting in ,exaggerated goodness ,of fit. 

The t test for each parameter shows that aH ofthem are statisticaHy significant at the 
99% leve.! (a = 0:01). Thetstatistic {tables [13 .1]) for more than 120 obsezyations and 
o. = OcO I is 2.6. The t value for each parameter is estimated by dividing the parameter esti­
mate by the corresponding standard error of,estimate. F0r example, for X4 , t = 0.28/0c05 = 5 .6, 
which is greater than 2:6."I'hus the hypothesis that this parameter may beequal;to zero can 
be rejected with 99% ,certainty. The same applies to all of the other independent variables 
of the model. 

The F score for the model is very high(i.e., 326 > 2.37), which pemrits the rejection 
of the hypothesis that all parameter estimates are equal to zero, with 99% certainty. 

The standard error of estimate for the depen<del)t variable is 0.63-:The standard error 
is equivalent to the standard deviation, and this means that 68% of the observations fall 
within one standard deviation and 95% fall within two standard deviations from the mean. 
The smaller the standard deviation is, the more confident one can be for the estimates of 
the dependent variable. For the data set utilized for the estimation of this model the mean 
automobile-ownership level (dependent variable) is 2.02, thus the magnitude of the stan­
dard deviation is acceptable. In the case where the standard deviation is larger than the 
mean the model is clearly unacceptable. . 

Finally, an intuitive test should be done with respect to the sign and size of parame­
ters. The parameter estimates of the model examined are intuitive: 

X1 = (positive) larger number of drivers corresponds to higher automobile­
ownership level because of the higher mobility needs and the ability to drive a 
car 

x2 =(positive) low density tends to incre~se automobile:ownership le~el (indeed, 
'public transportation is not extensive in low-density locations and walking 
distances tend to be long, thus the use of the automobile may be necessary to 
fulfill mobility needs) 

x3 = (positive) higher income per person corresponds to more funds being 
-available for automobile acquisition 

X4 = (negative) high number of household drivers commuting by public . 
transportation t,ranslates into less need for automobiles for trips to work; th~s 
automobile ownership tends to decrease 

Regarding the size of variables, prior experience is necessary for judg111ent. Based on 
historical evidence, the confribution of income should be small co111pared with the contri­
bution of other* variables such as the number of drivers. This is because automobile owner- ' 

· ship tends to be driven largely by the need for mobility. Income plays a secondary role: 

I 
i 
I 
I 
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Low-income ho.usehol.ds ... tend ·to pHt:C:hase ,inex.:pensive automobiles, and high-income 
hous~holds tend to pmchase more luxurious automobiles. The model examined fulfills this 
anticipation. Consider a household with three drivers and '$15,000inoome per person.. The 
respective contributions to auiomobile ..:•wnership {refer to the model~ are .as follows: 

'DtiverS: 3(0.71) = 2.13 

Income per person: 15(0.052) = ·0:78 

Overall the model .passes .ali tests and it should be considered reliable for rea!-wor,Jd use (in 
the context where the modeJ was derived and·estimated). 

13,6 .SUMMARY 

Ln this chapter we introduced the basic concepts and definitions of fhe theory of probability. 
The probability distributions associated with ·several discrete ancj. ·continuous random vari­
ables were then presented, and the applications of these distributions to traffic phenomena 
were illustrated by some simple examples. We also covered the method of least square 
-regression that can be used to estimate the parameters of linear and nonlinear models and 
tests for evaluating these models. 

EXERCISES 

1~ The outrome of an experiment is the sum obtained by casting two dice. Enumerate the simp1e 
outcomes of the experiment and calculate e3.ch probability. 
{a) Each simple outcome 
(b) An even outcome 
(c) An odd outcome greater than 6 
(d) An outcome that is either odd or greater than 4 
(e) An outcome that is less thin 5 but greater thap 2 

2. For the experiment of Exercise 1, determine whether the following two events are (a) mutually 
.exclusive and (b) independent: 

A the outcome is less than 8 
B the outcome is .greater than 5 

3. For the·experiment of Exercise l, determine if·the following two events are (a) mutually exclu­
sive and (b) independent: 

•• A 
B 

{2,3,4,5,6,10) 
{2,4,6,8,9,10, 11,12) 

4. IntersectiOn A fs loCated downstream of intersection B. A traffic engineer observed that during 
the morning peak period the probability that intersection A is congested is 0. 30. There is a 0.50 
probability of A being congested given the kp.owled~ that B is congested. On the other hand the 
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probability of B being congested giVen.the-kriowledge that A is conge~ted is.0.90. Calculate the 
probability t:Iiat (a) B is congested during the ·peatc period and (b) at least one of the two inter­
sections is C:ongest_ed: .. _ · _ · . . c 

5. Tl_Jere are· only two traffic control signals in downtown Kahului, Maui. The independent proba­
bilities that each of the signals will malfunction on a given day are 0.05 and 0.04, respectively. 
System failure is defiried by the Condition that at least one signal is out. Calculate the probability 
that the system will fail on any parti"cular day. 

6. A study has shown that in cars with a driver and a passenger, the probability that the driver wears 
a seat belt is 0.35 and the probability· that the passenger buckles up is 0.50. If 80% of the pas­
sengers of drivers that buckle up do the same, calculate (a) the probability that both the driver and 
the passenger of a car are wearing seat belts and (b)·the probability that a particular driver is 
wearing a seat belt given the knowledge that the passenger is buckled up. 

7. The probability that downtown parking garage A is not full is 0.20 and the probability that gara'ge 
B is full is 0.50. Knowing that at least one of the two garages is full 90% of the time, calculate 

1 

the probability that a shopper w'ill find parking in garage B given that garage A·is full. 

8. Prove.Bayes' theorem, which states that 

p [A I B] = p [BlJ\J£[A] 
. . p [B] 

9. Two alternative highway routes connect a suburb with a downtown area. Define event A: 
Highway 1 is jammed during the peak period, and event B: Highway 2 is jammed during the peak 
period. If P[A] is 0. 70, P[B] is 0.60, and P[B I A] is 0.50. calculate and interpret P[A n B], P[A 
U B], and P[A I B]. 

c 10. Draw the_probability mass function of the experiment described in Exercise 1 and compute its 
mean and variance. Also, draw the cumulative distribution. 

11. Decide which of the following functions can possibly be discrete probability distributions for the_ 
sp~ified sainple space: 

(a) X 2 3 4 5 6 
p(x) . 9.2 0.3 0.2 0.2 O.l O.l 

(b) x I 2 3 4 5 6 
p(x) 0.5 0.4 0.3 0.1 -0.4 0.1 

(c) X I 2 3 4 5 6 
p(x) 0.4 0.2 0.1 0.1 0.1 0.1 

12. At a particular intersectiOn approach, 30% of the left-tumillg vehicles fail to signal their inten-
tions .tO tum. Assuming inde_gendenCe, calculate each probability: -~-

(3) Three vehicles in a row will fail to signal. 
(b) Three vehicles in a row will signal. 
(c) The Se.cond vehicle will not signal. 
(d) The secon~ vehicle'to sigilal will be the fifth vehicle observed. 
(e) Two vehicles in five will fail tO signal. 
(f) 'The fust_ vel.rlcle to signal will be the fourth vehicle Observed. 
(g) NO". more than two vehicles in fiv~ will signal. 
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13. Draw the probability function and th~ cumulative distribution for the Poisson case described in 
Example 13.8, 

14.~ yehicles .arrive at an lsohited int~rsection according to the Pqisson distribution. Given that the 
mean arriVal rate is 500 vCh!h, calculate (a) the probability that zero vehicles will-arrive during a 
10-s illterval and (b) the probability that at least five vehicles Will arrive during a 10-.s interval. 

15. Students' arrive at a lectUre room at the rate of 15 per minute according to the Poisson distribu­
tion. Calculate the probability of (a) exactly three arrivals in 20 s, (b) no nwre than three arrivals 
in 20 s, and (c) at least three arrivals in 20 s. 

16. The average concentration of vehicles on a highway section is 70 veh/mi. Given that the con­
centration is Poisson distribUted, calculate the probability Of finding (a) exactly ten vehicles and · 
(b). five or more vehicles on any particular tefith of a mik 

17. Which of the following continuous functions can serve as probability distributions fO;r the spec­
ified rahge of outcomes? 

(a) " f(x) '= - LO + 0.2x, 0 ,;; x ,;; 10,0 
(b) f(x) = x(l.O- 2,0x), 0,;; x,;; 05 
(c) f(x) = 24.0x(LO - 2,0x), 0 "'x,; 05 

18. Prove that Eq; 13.231 is correct 

19. Airplanes arrive at an airport area at. an average rate of six per hour. AsSuming that the anival pat­
t~rri is Poisson distributed. calculate the probability that the headway be~ween two successive 
arrivals will be greater than 20 min. 

20. The airport control tower (see Exercise 19) piocesses airplanes in their order of arrival. Assuming 
that the service time is negative exponential and that thC service rate is t'en landings per hour, cal­
culate (a) the average number of aii:planes in the system (i.e .• being served and stacked), (b) the 
average .number of airplanes awaiting clearance to land, (c) the average time spent in the Syste~ 
an4 {d) th~ avefage, time an airplane is iil the queue. ' 

21. A turnpike toll area contains·four toll booths arranged 'in parallel. The arriving vehicles conform 
to the Poisson distribution, with an average headway of 12 s. Assuming that the average seivice 
time is 5 s. the service time is ·negative exponential, and the queue discipline iS FIFO (first in, first 
out), find the average queue length .and the expected time in the system if (a) two of the booths 
are in operation and (b) only one booth is open. · 

22. _Speed (milh) measurements at a suburban·Jocation with a speed limit of 35 rni/h showed that 
speeds were distributed according to N{27, 9]. Calculate the following: 

(a) the 85th percentile speed 
(b) the 20th percentile spee(! 
(c) th.e percent of vehicles exceeding the speed limit. 

23. A 'transportation ·engineer was hired by the city planning department to calibrate a -multiple 
regression model for trip productions, The department has collected base-year data for the fol· 
lowing_ yari3.bles: · 

P 1 = trip productions 

X 1 = zone population 

x2 = median income 

X3 = median age 

x4 = car regist;rations 

···-

X5 = number of dwelling units 
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A preliririnary analysis of 'the data resulted in the following simple cbrrelation matrix: 

PI x, x2 x, x, x, 

PI !.00 0.95 0,83 0.41 0.82 0.85 
x, 1.00 -0.21 0:22 -0.29 0.91 
x2 !.00 0.82 0.89 -0.43 
x, !.00 -0.19 -0.15 

X.. !.00 -0.22 

:Specify at ieast five possible ·equations that may be tried and give the specific reasons for their 
.selection. 

24. The f{)llowing data were obtained fr{)m :an experiment: 

X 
y 

1 3 
9 8 

4 
7 

6 
5 

8 
4 

9 
4 

11 
2 

14 

Fit a line ·Of the form Y = a + bX, and calculate and interpret the coefficient of correlation. 

25. Use the ·data of Example 13.5 to fit a curve of the form Y = aX2 by direct nonlinear regiession. 

26. Repeat Exercise 24 assuming that Y = aX.b by ,linear regression with tra!'lsformed variables. 

27. Plot and compare the results of Example 13.5 and Exercises 25 and 26. 

28. Show that Eqs.)3.4.6 and 13.4.8 are equivalent. 
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Queuing and Simulation 

14.1 INTRODUCTION 

A queue is simply a waiting line. Therefore systems that involve waiting lines are called 
queuing. systems and mathematical desctiptions of qq.euing systems are known as queuing 
models. Transportation systems often involve queues. For example, vehicles accumulating 
at an intersection approach during red can be thought of as forming a waiting line waiting 
to be served during the subsequent green display. Similarly, transit vehicles arriving at a sta­
tion may form waiting lines as they load and unload passengers, whoin tum form queues 
to enter or alight vehicles, purchase tickets, exit through turnstiles, and so forth. Other 
examples include vehicles waiting to be served at a gasoline station, airplanes awaiting 
clearance for takeoff or landing, patients scheduled for use of a hospital's operating room, 
component parts stockpiled at an assembly plant, computer jobs awaiting execution or 
printing, .vehicl~s at an i~tersection, and sO forth. Continuous· processes may also be 
described as queuing systeins: for example, drinking water in a reservoir "'waitirig" to be 
used by households. 

This chapter describes the characteristics of simple queuing models. Section 14.2 
shows that as the queuing patterns become complex, analytical solutions become intractable. 
In such cases an ~!Jemative approach is the use. of computer simulation. Section 14.3 pres­
ents the fundamental elements of simulation models and the fundamental characteristics 
of the Monte Carlo technique. As explained in Chapter 8, the Monte Carlo technique is 
finding increasing application to advanced methods of simulating probabilistically 
regional travel patterns due to the computational requirements of alternate methods such as 
market segmentation. 



612 

14.2 QUEUING MODELS 

14.2.1 Background 

· Queuing and Simulation · Chap. 14 

Queuing, or Waitlng-line, phenomeria are eveiyday occurrences. No matter how complex, 
queuing systems aTe characterized by :in drrival pattern, a service facility, and a queue dis­
cipline. When all three components are constant. the system can be analyzed by determin: 
is tic methods. Probabilistic systems, however,' are more common. 

The arrival pattern describes the way in which the items (or "customers'') to be served 
· · enter the system. For instance, some examples in Chapter I 3 considered the case of vehi­

cles arriving according to the Poisson distribution, which meant thai their interanival times 
were exponentially distributed. · . 

The service facility is characterized by the number and arrangement of servers and 
by a service pattern. A service facility can be a single-server or a multiserver facility. Ser­
vice counters may be arranged in parallel, in series, or in any combination of the two. The 
service pattern usually measures either the rate at which customers are processed (i.e., vehi­
cles per minute) or the time required to serve individual customers. These characteristics 
may also be described by appropriate probability functions. 

The queue discipline refers to the rules by which the next customer to be served 'is 
chosen. Some of the mosrcommon rules include the following. A first-in, first-out (FIFO) 
scheme serves customers in the order they arrive: The cu~to~er at the front of the waiting 
line is always selected. Another rule is the last-in, first-out (LIFO) rule. For example, pro­
gram instructions in a computer's stack memory are executed in the reverse order of place­
ment into the stack. The service rule may allow either a single queue or multiple queues. 
The customers may be treated equally or they may be treated according to some priority. 
Examples of priority rules inClude car-pool lanes for use by vehicles ca:rying a specified 
minimum number of passengers, express lanes at a supermarket, business-transactions-only 
counters at a bank, the scheduling of patients for an operation according to the severity of 
their maladies, and computer processing of administrative jobs before the jobs submitted 
by faculty and students. The priority nile may be either preemptive or nonpreemptive, 
tiep,nding on whether or not a higher priority customer is permitted to interrupt the pro­
_~::essing of a lower priority customer. For example, emergency vehicles on the roadways 
haVe a preemptive· priority over-other vehiclf?S .. 

A signalized intersection may be modeled as a multichannel system with complex 
queue disciplines contto)led by the traffic signal. The description of transit stations in 
Chapter 4 reveals the possibility of analyzing their operations by employing queuing 
models, Also, platoons of vehicles on the road may be viewed as moving queues. The pre­
vious.discussion illustrateS that queuing systems can range from the very simple to the very 
complex. Relatively simple systems may be examined by formulating the appropriate math­
ematical equations and solvitng them analytically. More complex systems become mathe-
matically intractable and are usually solved by numerical methods. ' 

The solution to a queuing problem entails the assessment of a system's performance, 
which in tum is described by a set of measures of peiformance. These may include the 
number of customers seryed per unit time, the average delay per customer, the average -and 
maximum length of the waiting lines, the Percent of time each service counter is idle, the 
cost of operating the system, and so forth. ' 
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14.2,2 Single-Server FIFO Syst~ms 

One. of the simplest queuing problems that is amenable to analytical solution is the single­
server FIFO system· with Pol~son·arrivals and exponentially distributed customer service 
times. When in the system, customers are assumed to be patient; that is, they do not leave 
prematurely. The system is assumed to have an unlimited holding capacity: There is no 
upper limit on the number of customers that can be in the waiting line. The state of the 
system is described by the random variable X representing the number of customers in the 
system at any given time, including those that are being served. Any reference book on the 

. queuing theory (e.g., Refs. [14.1-14.3]) may be consulted for a mathematical proof that the 
steady-state conditions of the above system when the mean arrival rate (A arrivals per unit 
time) is less than the mean service rate (f1 items served per unit time), X is distributed 
according to the following function: 

f(x) = P[X = x] = r(l - r), x=0,1,2, ... (14.2.1) 

where 

A 
r =-

f1 

The expected value, that is, the average number of customers in the system at any 
time, is - · ' 

E[X] =~r~ 
1 - r 

(14.2.2) 

Other useful measures of performance include the following. The average number of 
. customers in. the waiting line (queue length, Lq) is 

r2 
E[Lq]. = I _ f (14.2.3) 

The expected time each customer spends in the system and in the queue are calcuc . 
· lated, respectively, by dividing the last two equations by A. Thus 

E[T] =-
1

-
. f1-A 

(14.2.4) 

and 

E[T] = A 
q f1(f1 - A) 

(14.2.~) 

Example 14.1 •• 
Bank ·customers arrive at a single drive-in -winQow at an average rate cif 15 vehlh. On the 
average the customers need 3 min ·each to transact their business. Given that the arrival pattern 
is des'q:ibed by the P9isson distribution and thilt the departure time is exponentially distributed, 
'Calculate the following: 

(a) The percent oftime that the bank teller will be idle 
(b) The probabilitv that five customerS will be in the system 
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(c) The- average- numbelj of customers: fn· the· system 

(dl The average queue terrgtl) 

(e) Th~.avefai~-time eaCh,cus!om~f:spf:nds.in-the systenl 

Chap, 14 

Solution. The~ average arrival_rateJs· 15 customers per hour, the.average·serVice:rate;is 60/3 = 
20 customers per-hour and r= 0.75'. Since'the·service rate of this FIFO sYstem is.larger than: 
the. arrival rate, the equationsjUst developed :ipply. 

(a) The teller is idle when there_ are. no customers in the system. Hence 

p(O) = P[X = 0] = (0.75) 0 (1- 0,75) 1 025 

or25% of the time. 

(b) The probability that five vehicles will be in the system is given by Eq. 142J: 

p(5) = (0.75) 5 (1 - 0.75) = 0.059 

or 5.9-% 0f the time. 

(c} 'The· average number-of customers· ftr the· system is 

15 
E[X] = -

2 
--.-

5
. = 3 customers 

0- I 

( d} By Eq,. 143.3, the averagj'. queue 1ength.is 

E[Lq] = 2.25 customers 

(e} The- average time in the system is 

E[T] = (20- I5r 1 = 0.2 h,. or 12 min 

' Discussion The average number. of customers in the queue- is not equal to the average·number 
of custori1ers in. the system Jess one bP...cause· when the· system is empty (25% of the time in this 
example),. one customer cannot be meaningfully subtracted from zero customers in the· system. 
The average of a·discrete·distribution does not need to coincide with an outc~me. Thus an average 
queue length of 2.25 customers. is. meaningful a& a long~term average. 

14.2.3 Mul.tiserver FIFO Systems 

A more complex queuing system is a Fl:FO· system with N identical service counters in par­
allel. The average service rate per counter is I" and the remaining variables are defined as 
before. In this case the distribution of Xis as follows. 
Forx = 0: 

[N-lr" ,N ]-1 
p(O) = 2:- + . 

·• x=ox! (N - l).!(N - r). 
(14.2.6~) 

For 1 s: ,>: s:N: . . 
rx 

p(x) = N! p(O) (14.2.6b) 

For x > N: 

(14.2.6c) 
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The average number of customers in th' systemis 

. . .[ . rN+I ] 

E[X]= r + (N- 1)!(N- r)Z p(O) 

. The average queue length is 

The expected time in the system is 

E[T] = _J;:[X] 
A 

Finally, the expected time in the queue is 

E[T] = E[Lq] 
q A 

Example 14.2 

615 

(14.2.7) 

(14.2.8) 

(14.2.9) 

(14.2.10) 

Solve Example 14.1 again, assuining that an identical service counter is added in parallel to the 
existing one. 

Solution The new arrangement is also a FIFO system but one that provides two seryice coun­
terS (i.e., N = 2). 'lpis means that customers line up in single file arid up to two customers can 
be served simultaneously. The ratio of the arrival to the service rate of a si.Q.glecounter is r = 0.75, 
as before. 

• (a) The percent of time that [Joth tellers 'are idle is given by Eq. 14.2.6a: 

. I(0.750. 0.75') 0.75' ]_, 
p(O) = OJ + --u- + 1!(2- 0.75) 

= 0.455 or 45.5% of the time 

The percent of the time that only One of the two tellers is idle is given by the probability that 
only o'ne ctistp1Jl_er is in the system .. By. Eq. 14.2.6b, 

. 0.75 . 
p(l) = 2! (0.455) = 0.171 or 17.1% of the time 

ThUS 45,.5 + 17.1 ;= 62,6% of the time either one or bUth ofthe tellers are idle. 

(bY ThJl probabilitY that fiVe customers are iri the system is given by Eq. <14.2.6c: 

. . 0.755 . 

p(5) "' 2! 2<5-2) (0.455} "'0.007 or . 0.7%ofthetime 

(c) Equa~On 14.2.7 giv~ the average. number of customers in the system: 

lolX]"' 0.75 + [1!(2 °!~75 )2 }0.455) = 0.873 cus;omers 
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(d) According to Eqs. 14.2
7
7 and. 14-. .4.8, the· relationship.- betw-een the. average, queue 

. length and the average number of customers. in· the system is. 

E[L,] = E[XJ - r 

Hence' 

E[L,] = 0.873 - 0.75 = 0.123 customer 

(e) By Eq. 14.2.9, the average time each customer spends in the system is 

E [T] = Q:~;3 = 0.05S h or 3.49 min 

Discussion The· new arrangement greatly reduces the queue· length from '2.25 to 0.123 cus­
tomers and the average waiting time from 12. to 3.49 min, but at the· expense· ofhaving either 
one or both-of..the tellers .idle 62.6% of the time· as compared to 25% ofthe.time-forthe single­
server situation of Example 14. L Thus there exists a trade,..off between the -custome~s' con­
venience and the cost of running the sys~m._ The· equations governing- the· two simple· queuing 
systems just examined clearly show that the mathematical complexity of queuing models 
increases rapidly. In fact satisfactory analytical models are unavailable for many problems, 
especially for those that involve priority sch~uling. The next section discusses the elements 
of digital computer simuhition, a numerical technique· that can_ be applied to the investlgation 

_ and design of complex systems, including qii~uing. system3. 

14.3 COMPUTER SIMULATION 

14.3.1 Background 

The study of complex systems that cannot be sufficiently simplified to be amenable to ana­
lytical solution requires alternative methods; the use of simulation. models is one possibility. 
A successful. simulation model is an abstraction .of a real system that retains the system's 
essential aspects. The model can be used. either to enhance the understanding. of how the 
system works or to investigate the potential effects of proposed. modifications to the system. 
Being an abstraction of a real system, a model cannot be identical to it in all respects. Con­
sequently a model is employed when direct experimentation· with a real system is impos­
sible, too costly, or unsafe. To be useful, any model of a system mustrealistically represent 
the system. Although more involved, the steps of model calibration and validation are very 
important; but a detailed discussion of these topics is beyond the scope of this book. 

Simulation models can be either deterministic or probabilistic. In addition, simula­
tion models can be either p/rysical or mathematical. Vehicle crash tests using anthropo­
morphic dummies are ex"9?Ples ·of physical models. A model of the Mississippi RiVer 
system used by the U.S. Corps of Engineers at Vicksburg, MS, is another example. This sec-
tion'is concerned with mathematical models. · 

14.3.2 Monte Carlo Simulation 

Monte Carlo simulation employs an artificial prob:>bilistic experiment (model), the 
repeated application of which leads to an approximation of the outcome of a system or 
process. The basic idea, of this methOd is illustrated next. 
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· Consider the now familil!T process of a sequence of independent Bernoulli trials, 
specifically the tossing of a fair coin. The authors repeated a Bernoulli sequence of ten 
tosses four times and obtiined the foll~wing results: . 

I. T T T H T H H H H T 

2. T H H T H H H H H H 

3. T H T T T T H H H H 

4. T H H T T T T H T T 

Without any knowledge of the underlying process, these four realizations of the 
process may seem to be totally random. Yet it is known in this case that each single outcome 
listed was the result of a Bernoulli trial withp = q = 0.5. In fact the frequencies of beads 
and tails in all40 trials taken together are nearly equal, as would be expected in the long run . 

. Chapter 13 discussed various distributionsthat may be used to calculate the proba­
bility of compound events, such as the probability of getting x successes in n trials and the 
probability of obtaining the first success on the xth trial. By contrast, a Monte Carlo model 
of the previous experiment is intended to produce sequences of outcomes (i.e., realizations) 
that are consistent with the underlying process, in this case a series of independent 
Bernoulli trials. If desired, the long-run probabilities of various events can be approximated 
by analyzing the results of the model for a large number of repetitions. To understand how 
the technique works, consider the cumulative probability distribution of the coin toss exper­
iment shown in Fig. 14.3.1. The horizontal.axis shows the two p0ssible outcomes of each 
trial, labeled X = H and X = T for head and tail, respectively. The vertical axis represents 
the cumulative probability P[X,; x]. The difference in the values of the cumulative func­
tion for two adjacent outcomes is the probability of the second outcome. Consequently the 
range from 0 to 1 on the vertical axis has been divided according to the probabilities of the 
outcomes of the experiment 'under discussion. For a sequence of independent and uniformly 
distributed numbers in the range between 0 and 1 the long-run frequencies with which these 
random numbers would fall within each segment of the vertical axis would be proportional 
to the p'obability of the corresponding outcome. 

"" { ~" ········ -~ 

l "' i i 
, p(lf) 00 L----'~-----c--'-1 -

r· H 
Figure 14.3.1 Generation of discrete 

outcomes. 
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Example 14.3 

lt is kno~n that 1.5% of. the- vehicles approathing an intersection· will turn left, 60% will go 
straight 'through, _and the ~st will tum right. Construct the corresponding cumulative distribu­
tion and· _translate the following ten random numbers to outcomes of this process: 0.5954, 

. 0.4501, 0.2590, 0.7081, 0.1405, 0.9740,'0.8676, 0.2729, 0.4474, 0.0166. 

Solution On the cumulative-distrib~tion for each trial (i.e., approaching.vehicle) shown 
the ranges on th.e vertical axis corresponding to the left, right, and thrOugh movements are 
(0.00, 0.15}, (0.15, 0.40}, and (0.40, 1.00}, respectively (see Fig. 14.3.2). The first random 
number (0.5954) falls in the range corresponding to a through movement. Thus the f1rst sirn­

. ulated vehicle is going straight ahead. Continuing with"the remaining random numbers, the 
following results are obtained: 

Vehicle number Movement 

1 Through 
2 Through 
3 Right 
4 Through 
5 Left 
6 Through 
7 Through 
8 Right 
9 Through 

!0 ' Left 

Discussion . The coding scheme selected to represent the three possible outcomes was arbi~ 
tr~ in this case because there exists no natural ordering of the acts of turning left, turning· 
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right, and going straight through. Had a different coding scheme been chosen, the generated 
sequence of approaching vehicles .'would not have been identical to the one shown in this 
example. Howev:er,-bo_th weuld.be.consistent with the underlying distribution. 

14.3.3 Simulation of Outcomes of a Continuous 
Random Variable 

A similar method can be used to generate a sequence of outcomes for a continuous random, 
variable. Figure 14.3.3 illustrates how a random number in the range of 0.0 to 1.0 can be 
transformed to a particular outcome x: The transformation entails. ~quating the cumulative 
distribution to a random number RN and solving the resulting equation forx. For example, 
_consider the cumulative negative exponential distribution 

.F(x) = I - e-ax 

Equating F(x) to a random number in the range { 0.0, 1.0} and solving for x, we obtain 

I 
x = .- 7ln(l - RN) 

a 
(14.3.1) 

Since RN is a uniformly distributed random number, its complement (I - RN) is also a uni­
formly distributed random number. For this reason it is simpler to use the following equation: 

Example 14.4 

I 
x=- -lnR 

. : a N 
. (14.3.2) 

Transform the first five of the random nUmbers given in Example 14.3 to a sequence of vehic­
ular headways, assuming that the average headway is 6.0 s. 

Solution -~In__Chapter 13 the parameter a of the negative exponential was shown to be the 
reciprocalof its mean-·value, in this case a =- ~. For the purpose of illustration both..Eqs. 14.3.1 
and 14.3.2 are applied to this problem as follows: 

Headway 
(s) 

Vehicle RN (Eq. 14.3.1) (Eq. 14.3.2) 

1 0.5954 5.43 3.ll 
2 0.4501 3.59 4.79 

•• 3 0.2590 1.80 8.!) 
4 0.7081 7.39 2.07 
5 0.1405 0.91 11.78. 

,. Discussion These two sequences of headways confonn to the same underlying distribu_tion, 
Hence they are two realizations of the same process. If needed, more or longer realizations may 
be pfQduced by ~sing differen~ lists of random numbers. . · 
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F(x) 

- -~-----:.....--
I 
I 
I 
I 
I 
I 
y 
I 
I 
I 
I 
I 
I 

0.0 "'------..L----- X 
X 

14.3.4 Generation of·Random Numbers 

Figure 14.3.3 Generation of continuous 
randoln variable outcomes. 

By definition, true random numbers are independent and uniformly distributed. The inde­
pendence property means that a sequence of random numbers does not follow any system­
atic pattern. The.fact that they are drawn from a uniform distribution implies that any number 
in the appropriate range is equally likely to be drawn. Theoretically .the uniform distribution 
of random !)Umbers is continuous. However, in most practical applications. the numbers :;rre 
limited to tbe number of significant figures required by the pr<>blem at hand. Many sophis­
ticated methods of random number generation h~~e been devised. For example, the RAND 
Corporation has published, for use in scientific applications, a sequence of 1 million random 
digits that were generated by periodically sampling a random electtonic noise [14.4]. 

A simple method for obtaining random digits is the top hat method: Ten cards, each 
bearing one of the ten numbers from 0 to 9, are thoroughly mixed in a receptacle. A card is 
dmwil, its number is recorded, and the card is placed back in the receptacle; the cards al'e 
again mixed in preparation for the drawing of the next number. If random numbers within 
the range from 0 to .1 are desired with, say, five significant figures, the digits drawn from the 
hat are grouped in ordered sets of five and the decimal point is placed in front of eoch group. 

Although the top hat method can produce a series ofas many true random numbers 
as desired, it is a time-consuming and inefficient method, especially if the random numbers 
are required at the speed that a computer processes the instructions constituting a simula­
tion program. For this reason itis necessary to devise rapid generation methods based on 
carefully developed computer algorithms [14.5~14.8]. It should be noted that the numbers 
generated in this way are not truly random since they obey the rules.or pattern of the rou­
tine used in their generation. For this reason they are referred to as pseudorandom numbers. 
Nevertheless, the better of th~ pseudorandom generators are considered to be adequate for 
most engineering applications. 

The middle-square method suggested by von Newmarm is one of the simplest pseudo­
random number generators available. An initial number (the seed) is squared and the middle 
digits of the result are taken to represent the first pseudorandom number, ·which becomes 
the seed for the generation of the next number. The sequence of random numbers given in 
Example 14.3 was generated by this method, using the. number 3549 as the seed. Note that 
the square of the seed is eQual to 12595401, of which the middle part constitutes the four 
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digits given .as the first random number. A problem with this method is that it eventually 
tends to degenerate to zeros .. · 

14.3.5 The Simulation Mode! 

· The generation of random deviates by the Monte Carlo method is only a part of a larger sim­
ulation model. The heart of the model consists of a computer prograro that imitates the 
behavior of the system over time. For example, suppose that it is desired to simulate a signal­
ized intersection. The intersection (system) involves (l) certain entities (ecg., arriving vehi­
cles, the signal, or the traffic lanes provided), each having several essential att,ibutes (e.g., the 
\mival time and movement desire of a vehicle, the cycle pattern of the signal, the permitted 
use ·Of lanes); and {2) a set of rules that govern the interactions between entities (e.g., left­
turning vehicles mus-t use an ·exclusive lane, ·or left -turning vehicles tnust wait for adequate 
gaps in the oppnsing traffic). In this example the headways between vehicular arrivals may be 
simulated by the method of Exarople 14.4 for e~ch intersection approach, and the turning 
desire of each arriving vehicle may be simulated by the method of Example 14.3. The simu­
lation program would then process these arrivals through the intersection according to the 
rules of interaction nnd collect data on the measures of peiformance that are ·relevnnt to the 
pmblem at hand, such .as vehicular delays or queue lengths. To simulate the passage of time, 
the model establishes a simulation clock; which is advanced periodically as the system 
changes from one state to another. The following two exaroples illustrate two ways by which 
the simulation clock may be advanced. The first, interval-oriented simulation, updates the 
clock by a constant time intervaL and the second, .event-oriented .simulation, advances the 
clock to the next event that triggers a cbnnge in the system's state. 

Example 14.5: Interval-Oriented Simulation 

Vehicles arriVe at a parking' garage at an average rate of 30 veh!h. Assuming that the arrival pat­
tern is described by the Poisson distribution and that the arriving vehicles are served by a single 
attendant at a constant rate of one vehicle per 2.5 min, use the random numbers of Examples 143 
and 14.4 to simulate a sequen<.:·e of ten 5-min intervals. Assume that at the start (ie .. clock= 0) 
the system is empty. 

Solution The state of the system may be described as the number of vehicles in the queue 
awaiting to be served. The clock is advanced by 5-rnin intervals, and the model generates the 
riumber of arrivals during each interval according to the Poisson distributio-n. A maximum of 
two Vehicles per interval are processed and the (nonnegative) difference between the number 
of vehicles that arrived and the number of vehicles processed represents the number of vehi­
cles that join the queue at the end of each 5-min interval. 

To generate vehicular arrivals, the cumulative Poisson distribution with a mean value of 
2.5 vehicles per 5~min period is first calculated-as follows: 

•• X p(x) = P[X = x] P(x) = P[X,; x) 

0 0.08 0.08)p(O) 
1 0.21 0.29)p(l) 

·2 0.26 0.55 )p(2) 
3 0.21 0.76 )p(3) 
4 O.t3 0.89)p(4) 
5 om 0.96)p(5) 
6 O.o3 0.99 = J.OO)p(6) 
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.An upper limit of ~-ix vehicles per ~riod was placed on the diStribution as a reasonable approx­
imation, fmd the ranges in the values of the cumulative distribution corresponding to the seven 
possible outCOmes are noted· in the· la~t co~umn of the table. 

The siniuration entails the .gener<i.tion of the number of vehicular arrivals during eaCh 
5-min interval_ and the processing Of up to tw~ vehicles (if present) dUring the same interval-to 
determine the queue length at the end o_f the interval. The first random number_ in the given 
sequence (i.e., 0.5954; Example 14.3) transla.tes to three arrivals during the first 5-min interval 
because 

0.55 $ 0.5954 $ 0. 76 

Since two of .these arrivals can be served during the interval, a queue consisting of one vehicle 
will remain ·at the end of the interval. The following table summarizes the results obtained for 
the tell consecutive 5-min intervals: 

Interval Auivals Depiutures Queue length 

1 3 2 1 
2 2 2 1 
3 1 2 0 
4 3 2 1 
5 1 2 0 
6 6 2 4 
7 4 2 6 
8 2 5 
9 2 2 5 

10 0. 2 3 

Discussion This admittedly simple-simulation illustrat~s the interval scanning·method'of 
· . advancing th~ clock. A total of 23 vehicular arrivals were sirriulated for the first 50 min. Twenty 

of these vehicles were served, Jeaving three vehicles in the waiting line at the end of the tenth 
period. In this particular example the parking-lot attendant was busy all the time since there 
were always.vehicles awaitihg service. For simplicity the-service time was assumed to be con­
stant. A more realistic model would allow some variability in the number of vehicles that can 
be served during any 5-min interval. Moreover, the model can be further extended to allow fot 
multiple service channels and service priorities. More·complex models necessitate the prepa­
ration of a computer program describing the operation of the subject system. Many simulation 
models have been developed for use in specific contexts including traffic situations (e.g.,. 
Refs. 14.9-lzt::ll). Retumillg to Example 14.5, it should be noted that a limitation of interval--­
oriented simula~ion models is the fact that they-are·oblivious to the detailed behavior of ihe 
system Within e'ach interval. For example, three vehides were simulated to arrive during the 
first 5-min interval, but the precise arrival times of these: vehicles within the interval are not 
known. Consequently certain system characteristics (e.g., the· average delay per vehicle).can 
only be approximated~ this mo<jel. · 

Example 14.6: Event-Oriented Simulation 

Prepare an event-orientea model of the system described in the previous example and. apply 
. this model to simulate the first 11 vehicles that enter the sYstem, assuming that the first vehicle 
arrives at time zero .. The model should be able to calculate the time that each vehicle spends in 
the waiting line and the percent of time that the .. attendant is idle. If needed; use the same 
sequence of random numbers as before. 
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Solution The. time that a vehicle spends in the queue is. given by the. time interval from the 
moment it arrives. to the m01;nent it begins to -be served. Th~ latter coincides with the moment 
when-the servicing of the vehicle ahead has been completed. The arrival time of a vehicle can 
.be computed by adding the-headwa)r·between the previous arrival and the subject vehicle to the 
airival time of the leader. Since the arriyal' pattern is descn'bed by the Poisson distrib~tion, the 
interariival timeS (i.e., headwayS) "are described by the negative exponentiaL They can be gen-

, crated by applying the,procedureofExample 14.4 to transforrfl a sequence of random-numbers 
. to a sequence of headways. Because in this case the arrival rate is 30 veh!h, the ayerage 
headway is 2 min. 

The ·first vehicle is assumed to arrive at time zero. It will receive the attention of the 
attendant immediately. Hence it will spend 110 time in tbe waiting line. Given a con'itan.t service 
time of 2.5 min, the first vehicle will be procesSed_ at clock time 0 + -2.5 = 2.5 min and the 
attendant will ~busy during this tirile. The beadway between the first and the second vehicleS 
can be generated by Eq. 14.3.2 using the first random number (0.5954). Thus 

x = -2.0 ln(0.5954) = 1.04 min 

The second vehicle will arrive 1.04 min after the first, which arrived at time ze~o. But the ser­
vicing of the first vehicle· will not be finished until ~lock time 2.5 min. Hence the second 
vehicle must wait in line ~ntil then, for a total of 2.5 - 1.04 = 1.46 min. The-following table 
summarizes the results of the simu1atio~ for the first 11 vehicles to enter the system. 

Vehicle Headway Arrival Service Delay Service Idle 
number (min) time start · (min) finish time 

1 0.00 0.00 0.00 2.50 0.00 
2 1.04 1.04 2.50 1.46 5.00 0.00 
3 1.60 ··2.64 5.00 2.36 7.50 0.00 
4 2.70 5.34 7.50 2.16 10.00 0.00 
5 0.69 6.03 10.00 3.97 12.50 0.00 
6 3.93 9;96 12.50 2.54 !5.00 0.00 
7 0.05 10.01 15.00 4.99 17.50 0.00 
8 0.28. 10.29 17.50 7.21 20.00 0.00 
9 2.60 12.89 .20.00. 7.11 22.50 0.00 

10 1.61 14.50 22.50 8.00 25.00 0.00 
11 8.20 22.70 25.00 2.30 27.50 0.00 

../Discussion This simulation model differs from that of. the previous exampl~ ·in that it 
advanCed the-dock to the next significant ocCurrence, that is; the arrival tinie, the start·of.ser­
vicing, or the finish of servicing of each vehiCle. The clo,ck began at time zero when the first 
vehicle arrived The next event was the arrival of the secOnd vehicle 1.04 mi.n later. This/ was 
followed by the finish of the servicing of the first vehicle at' clOck = 2.50 min. The next event . 
was the arriva1fi- the third vehicle at clock = 2.64 min, and so forth. A total of I 1 vehicles were ' 
examined after ten iterations of the model. By. contrast, the first ten iterations of the alternative 
model of Example 14.5 covered 23 vehicles. However, that model was not as detailed as the 
,present model. Tiris comparison stresses an important point: Often the analyst has a choice 
between alternativ~ models of the same system. The choice of model involves a -balancC 
~tween the degree of detail required and the available resources. 

Consistent with tlie results of the interval-oriented model of Example 14.5 ate the results 
.o!~-event-oriented mqdel of the present exariiPle, whi·~-~-:'i~ow that the attendant was contin-
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ueilsly busy. The aver~ge time th.at each vehicle ·spent in the waiting line can be computed by 
-dividing the -sum -of the delaYs showri .in column 5 of .th~ given table by the total .number of 
vehicles .to obtain42._10!11 = 3.83 min/veli. A total-of 11 :vehicles arrived.during the 22.70 min 
of simulated time;·Thi~translates.to 29:07·veh/h, which is close to the .stipulated 30 :~tehlh.--Con­
sidering the limited nuinber of vehicles simqlated, ·such close .agr:eement is surprisin,g. Nor­
-mally ]arger -deviations between tbe two values would '.be tolerated for·sl:lch a small "Sample size. 

14.4 SUMMARY 

Queuing. or waiting-line, models were presented, and the analytical solutions to FIFO sys­
tems with Poisson anivals and negative exponential -service times were presented. ·The basic 
elements of the powerful numerical technique of computer simulation were presented: 
These included the generation of random and pseudorandom numbers, the transformation 
of these numbers to probable outcomes of underlying processes described by cumulative 
probability distributions, and the use of these realizations to follow the changes in the state 
of the simulated system to aid in assessing its likely behavior in terms of applicable mea­
sures of performance via simulation models. 

EXERCISES 

ll. Airplanes anive at an airport area at an average rate of six per hour according to the Poisson dis­
tribution. The airport control tower processes airplanes in their order of arrival. Assuming that the 
service time is negative exponential'and that the service rate is ten landings per hour, calculate 
(a) the average number of airplanes in the system (i.e., being served and stacked), (b) the average 
number Of airplanes aW~ting clearance to land, (c) the average time spent in the system, and (d) the 
average time an airplane is in the queue. 

2. A turnpike toll area contains four toll booths arranged in parallel. The arriVing vehicles conform 
to the Poisson distribution, with an average headway of 12 s. Assuming that the average service 

, time is 5 s, the service time is negative- exPonential, and the_ queue discipline is FIFO, find the 
average queue length and the expected time in the system if (a) two of the booths are in operation 
and (b) Only one booth is open. 

3. Use the random numbers provided in Example 14.3 to simulate, in two different ways, five tosses 
of two dice. Discuss your results. 

4. A wheel of fortune is divided into ten equal sectorS numbered from 1 to 10. Devise a Monte Carlo 
simulation of this-roulette and produce the result of (a) five spins for which each _outcoine is a digit 
from I to 10 and (b) ten spins, assuming that the outcome is given by the following three events: _ 

A:x<3 

B:3 ::5x ::s 7 

C:x>1 

5. Extend lhe simu.lation model of Example 14.5 to allow for exponentially distributed service time 
with an average of 2.5 min.· 

6. Expand ~xarriple 14.6 to~allow. for two service channels and a FIFO queue discipline. 



Part4 Supporting Elements 625 

7. Extend E~ample 14.6 to·alloV(-for two service lines and a queue discipline stating that the next 
arriVal chooses the shorter of the two lirres 80% of the time. When the twO queues are equal, the 
choice of line is made on a ·:S0/50'basis. . . 

8. Construct a ·simulatiOn model of Exercise 1 incorporating the following modification'S: (a) com­
merCial flights constitute 30% of the arrivals and are given priority over general aviation flights, 
(b) the average service times for commercial and general avi.ation operations are 8 and 6 min, 
respectively, and (c) your model shouldjnclude as many measures of performance as practicable. 

9. Computerize any·ofExercises 3 through 8. 
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15 
Transportation Software 

_15.1 INTRODUCTION 

Col?puters and software are involved in ;rtany aspects of transportation. Ex~p_les -i:J?.clude 
highway design with computer-aided design (CAD). taxi, metro bus, and handicapped van 
dispatch with computer-aided dispatch (also CAD), bus, train, boat, and airplane sched­
uling, traffic signal analysis (isolated, arterial, and grid systems), and so forth. 

In broad terms software can be classified based on its intended purpose as planning, 
engineering design, and operations. The latter can be on-line (for the real-time control of 
processes) or off-Ilne for pre' or post-implementation analyses. Transportation,specific 
sOftware iS· often complemented or interfaced with office, statisti~al. and matherilatical soft­
ware for-t:ecord keeping, summary development, statistical' analysis, and the estimation' of 
models (e.g., estimation of a choice model for use in a plaiming model). 

This chapter presents the following fourcategories of software': 

• Geographic information systems 

~-·· Traffic simUlation software 

• Traffic capacity software 

• Planning software. 

•• 
These four categories were chosen because they are directly related with transportation 
engineering and are consistent with the subjects 10overed in this textbook. The software pre­
sented in this chapter is SU!Illjlarized in Table 15.1. I. Most of these software areused w1oely 
intraffic engineering and transportation planning applications and lend themselves to class-

··~~-· ·:" ~*Land~ use mod~ls- wefe presented in Section '7J53'-- Air po1Itltwnffiodeis (MOBILE, EMFAC, arid -
CALINE) and the FHWAtraffic rioise model (TNM) were presented in ChaPter 10. 



Part 4 Supporting Elements 

TABLE 15.1.1 Sam·ple Transp?rtation Planning and Traffic Engineering Software 

Geogra~hic lnJormation ~ystems in Transportation 
ARC/INFO, INTERGRAPH .. GisPius 

Traffic simulation softWare 
Urban Stfeet Networks 

. Microscopic: SimTraftic, TRAF-NETSIM 
Mac~oscopic: EVIPAS, NETfLO, PASSER, SYNCHRO, TRANSYT 
Mesoscopic:.CONTRAM, SATURN 

Freeways and Freeway Corridors 
MicroscopiC: INTRAS, FRESIM 
Macroscopic: CORQ, FREQ, FREFLO, KRONOS 

Mixed Networks 
Microscopic: AlMS UN, CORSIM, INTEGRATION, PARAMICS SCOT, WATSim 
Macroscopic: CORFLO 

Capacity analysis software 
HCS, SlDRA,.EZ-SIGNALS, HC:MJCinema, SJGNAL94 

Planning software 
EMME/2, QRS 1!, TRANPLAN, MINUTP, TP+, TRANSCAD, TRANSIMS 

627 

room demonstration or incorporation into undergraduate and graduate courses: In each cat­
egory popular and/or historically significant software are presented, The reader should con­
tact the transportation soffw~e clearinghouses at the universities of Florid~ (McTn;ms) and 
Kansas (PC-Trans) for a complete list of software, Other sources include the extensive col­
lection of traffic models compiled by researchers at the University of Leeds [15, 1], 

15.2 GEOGRAPHIC INFORMATION SYSTEMS 

15.2.1 GIS Fundamentals 

Regional transportation planning is a data-intensive activity: It requires a vast amount of 
information about the type; intensity, and geographical distribution of land uses and popu­
lation characteristicS within a region. In addition, it requires the specification of the existing 
and proposed multimodal transportation networks. The collection, managerrient, and use 
of such.data are expensive, labor-iiltensive, and time-consuming tasks that need the par­
ticipation of many organizations and individuals. Computerized methods in general and 
geographic information system (GIS) technology in particular are well suited to the man­
agement and sharing of transportation-related data, 

GIS has been defined as "an information technology composed of hardware, soft­
ware, and data used to gather, store, edit, display, and analyze geographic information [15,2]. 
GIS is suitable t'lt transportation systems because transportation systems have a strong geo­
graphical (spatial) aspect In general a GIS retains data in several "layers," For example, a 
GIS layer may be allotted to land-use information, another to soil conditions, a third to envi­
ronmentally sensitive areas, a fourth to the transportation network, and so forth, All of these 
layers use the sarne geographic coordinate system and make possible the simultaneous con­
'sul~ration of data from multiple layers. For example, sensitive environmental areas from 
one layer, soil conditions from a second layer, and the layer containing the existirig highway_ 
network may be superimposed to help in the identification of possible network extensions 
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Figure 15.2.1 Typical multilayer, structure ofGPS. 

that meet environmental and geotechnical requirements as' in Fig. 15.2.1. GIS uses com­
puter graphics and mapping that enhance the visualization of complex spatial data. 

' GIS technology combines the principles of topology and database management. 
Topology refers. to the representation of features in terms of. their location, shape, and spa­
tia:! relationship. The features (or entities) may be described as points, lines, and polygon~~ 
In a particular application pojjiltS may be used to represent the locations of traffic accidents, 
in another application .they may represent zonal centroids, and so nn. Lines _are used to 
describe elements, such as roadway segmimts, utility lines, and the like. Polygons represent 
teal features, such as traffic aJ)alysis zones, political jurisdictions, land subdivisions, and 
rainfall intensity zones. The principles of topology are applied io define both the location 
of entities and their spatial relationships (e.g., line A lies .within polygon P, or polygpns C 
and Dare adjacent to each other). Qther powerful spatial operations include topological . 
overlay and buffering. Topological overlays can be u~edto develop new information based 

' . 
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' ' ' ' ·.' .· " ' ',.' 
· . on existing data. For example;. ac polygon layer showing: tl\e land'use classifications (e,g., 

residential, agricultural;. industrial) may be combined: witlt a. pOlygon· layer containing 
·zoning desigl)ations of land.parcels· t0. create a new layer showirrg a set of new polygons 
will\ aitributes.tl\at are·derived:{romttie two constituent\ayers •. .Bufferingi,stl\e spatial oper­
ation wher¢.a,zone·ofa specified.' width: is automaticaUy·.generated~aroU"rid·existing features. 
For example; a• buffer of I 0 mimay be·generated ru:ound'tl\e locaiionof a retail shop io show 
its likely market aiea;: a buffer a£ 200ft from tl\e ceriterline·ofiastream may be drawn to 
identify areas. within which development may. be prohibited;.and'so fortl\; 

The topological specification. of transportation· networks. involves some special 
' requirements· [15.3]. One such requirement is tl\e need to. employ' a linear referencing 

system (LRS) in order to identify locations that lie precisely oil'transportation network ele­
ments. Tl\eA:-RS has been in. use: traditionally on highway facilities by the use of mile 
markers or mileposts designating the distance along a route from an established point of 
origin, In tum-these-rm. "lep:osts~are'uSed-to reference.-othef:lotatibns.,FOr example, a crash 
site may be identified:as.!ocated•';0i5'5'm north ofn:\i!epost·ntiml:ier 25." It is of interest to 
n<>te that, over· tiine; · physical• mileposts may become "histoocal" ·in the sense tl\at any 
realignment of tl\e roadway between• tl\e point of origin. and' tl\e. inilepost would alter tl\e 
actual distance albng:the route between tl\ese-iwo points, Ai any rate it should be clear that 
when using a GIS,based or any oilier digital transportation,ne!work, a need arises to refer­
ence locations.(eitl\er.points oEroadway segments) along:tl\e·network. The location of a 
crashsite orthe·.georeferencing-oh· street-address are exampjes·of•lbcating points along the 
network, whereas tl\e. speCification of a stretch of roadway that: may req11ire pavement reha­
bilitation is an-example.ofreferencingaroadway segment A special technique tl\at is used 
to identify suchJocations.i\y reference.·witl\out•modifying:tl\eounderlying•digitized network 
is know:o as,d~namk segmentation. ln·thi~ cbnrt~tion~it is-important to:point out that the 

, resolution.and!.accnracy witl\.whichmetwork links are digitized'.has an effect on tl\e preci­
sion will\ which map·l0cations representtl\eir actual counterparts: Typically roadway links 
or arts are identified by·their begiimii:J.g•and ending nodes, whereas tl\e·Iink shape between 
these nodes is captured by a seriys of~hnpepoints onertices•tl\at-.arc.kept internally by tl\e 
computer system. for tl\is purpose. The accuracy of representation is a function of tl\e 
number ofvevtices- (known.as.dilnsifiap(ion) per unit length. In other words tl\e trajectory 
of a digiti~edJink is only an approximation of-its real-world counterpart: Thus points tl\at 
lie.· on tl\e real~woEHi'network:that.are:specified by their planar (x, y) .coordinates may appear 
to be offtl\e networkin•its digitized ..version. Linearreferencing.on.tl\e other hand obviates 
tl\is problem.. . . ·. . ' 

The norrspatial (or thematic): attriliutes-oftl\e cfeatures.included in· a GIS. are usually 
described in. a relatio11al database;. Exartlples of thematic:attributesinclude tl\e population 
ofa.traffic analysis zone; tl\e length, capacity, and. free-flow speed 'of a highway link; or tl\e 
severity and'!Jropetfy damage.·associatedwith:a trafl\!:accident:TJms a GIS system may be 
tl\ought of as an "intelligent" map because; in addition, to, its: ability to represent objects 
graphically, it "knows'' how tl\e objects•are-related'andalso·associates tl\ematic informa­
tion will\ these objects. For tl\is reason:DIS technology is•firidin~ increasing tise in many 
subject areas, including t,ransportation engineering, planning, and decision. making. The 
latter are usually referred.to. as. GIS-T.. , . .-. . . · · 

The nonspatiall description• ofr oojects.~ commonly/ itnvlemented• tlitough· relation<!] 
databasemanagemenl'systeii)S (RillBMS); tl\adS;:~uter programs that allow the creation, 
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maintenance, and administration ofrelational databases. Most of these employ the standard 
query language (SQL), an interactive programming language for getting information from 
and sending informatiol) to the.database either directly or through an.application such as a'GIS 
program,BQL is both an ANSI and an ISO standard. Microsoft's Access and the most elab­
orate client/serverORACLE system are examples of RDBMS. . . , . 

·Briefly, a relational database consists of a number of intt;rconnected tables (also known 
as relations). Each table eonsistwfa number·of records ttable rows) and each record contains 
a mrmber of attributes or fields (table columns). In the GIS context each record represents a 
geographical object and the atttibutes describe that ooject. For example, if a table's records 
represent the links found on a transportation network, the atttibutes of each record would cor-

1 respondtQ relevant link characteristics Such as the number oflanes, facility cype, capacity, and 
so on. The level ofsopbistication and complexity of a relational database depends on the spe­
cific application. In all cases, however, careful database desig11 and normalization at the start 
of a project are highly recommended. Database normalization (e.g., Ref. 15 .4) is the process 
by which anomalous relationships are eliminat<od to ensure effi,ien~ nonredundant, and accu­
rate database operations such as inserting, deleting, ·and updating information. As an example, 
cpnsider a case where sorne information about an entity appears on two ,differem tables of a 
.relational database. If updating ·this information becomes necessl.ry, it must 'be modified at 
•both locations. 'Otherwise an inconsistency will be created in the system. One aspect of nor­
malization is to ensure that modifications to the database are effecruated in one step and prop­
agated correctly throughout the database ·structure. 

15.2.2 .GIS Products 

Since the mid-1980s, there has·been an explosion in the use of GfS applications. The ques-
. tion of whether to use a GIS, particularly in spatially related .fields such as engineering and 
planning, is no longer an issue. The difficulty lies in seleciin.g the appropriat~ GIS product 
given the plethora of choices.available. Aswith all decisions related to software acquisition, 
the iuisW.er lies in matching .an· o·rganization·'s needS with the functionality and cost associ- · 

. ated with competing products. 
Atthetopoffull·GIS functionalit{(and cost) is the Arc/Info system developed by the 

Environmental Systems Research Institute (ESRI) ofRedlands, CA .. This system was devel­
oped from the bottom up as a ·spatial engine ·employing an effrcient method of considering 
topology based on arcs (hence 'the ·name), which can ·be used to build either a/line layer or 
a polygon layer, The ·''Info" ·part ofthe name ·refers to ·!he 'name ofthe RDBMS originally 
use? by the system. Many'municipal·andlargeUIS'users 'have adopted Arcllnfofor large­
scale system developmenHmd application. Anoiherfull-functiortality product that found 
favor with shlle departments of transportation was the MGE ·system developed by the Inte­

. graph Corporation·ofHunisville, AL. Its advantage was derived from the fact that it ran-on 
top. of the companY's computet-aided design {CAD) 'engine {Microstation); Which along 
with special:design modtiles'had ·been adopted by these large organizations. 

Offering varying levels of functionality is a variety of products (some developed or 
· distributed .by the two main·GIS vendors mentioned earlier). these may be considered as 

"btlsiiless.dass" GIS ptod~cts;'the best of which .would be sufficient fot ali bqt the most 
demanding GIS applications ·in .the .atea of transportation ,~ngineeriilg <llld planniilg: Many 
non'GIS ·transnortation ·software (e.g., 'planning packages, see Section 15:5) provide link-
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ages .to these types of GIS software for the putptlses of sharing data displaying the results 
of th~iranalyses. Among these "business class'' GIS products· a'"' Arc 'View and AtlasGIS 
(both offered by ESR!},M;:tp!n:fQ,(by lvlapl)1fo Corporation), Maptitupe {by Caliber Cor-

.. PQration), .and the GeoMedia suite,'·afprodtJcts offered by lntegtapb.Corporation. The latter 
represents a leap on the part of the developer to produce a full"functionality GIS package 

· using the Microsoft WindowstNTplatfonns·.. . ' 

15.2.3. GfS and GPS 

Altlrough lts applicability ranges far beyond the subject ofthis section, the Global Posi­
tiQning System (GPS}merits a brief mention in relation tQ GIS applications [15.5]. Fully 
named as the NAViga~on System usirrg Time And Ranging (NA.VSTAR) Global Pbsi-

. tioning System, this system was initially developed in 1973 by the U.S. Department of 
Defense. The basic idea- was to- use trUateration -to deterinine-, the' lOcation .-of a GPS 
receiver antenna using' its distance ftomorbiting satellite: vehicles (SVs) at a known time 
{or epoch)'. The·f!rst prototype S\1 was launched in.February 1978. Another ten were 
placed· intiforhlt between 1978 and· f9ll5-·. Together these il SVs are known as Block I. 
Their purpose was to help prove'the concept and potential applications. By 1982 at least 
one ·commerCial sUrveying cOmp~ny-W~s offering GPS, serVices not for navigation but for 
snrveyipg appl1cations: A year later the National Geodetic Survey (NGS) and the Texas 
Department of Highways and Publ\c Transportatiori(SDHPT) purchased several receivers 
to support geodetic' surveys. Production SV s (known as Block II) were placed in orbit 
between 198-9 ·and; 1993\ , , · J -

' In 1994 the GPS system was declared· to be fully operational: It consists of three 
majbrelements:· t\le spa~e·se:g$ent, the COntrol segment, and the user segments. The space 
segment 1;, made-up·<>fa coristellation of 24 SV s arranged in six groups off our. Each group 
occupies one of six orbital' planes inclined to· the equatorial plane by 55" and is spaced 
equall'y (Le., at 60• apart} around the eqwitot At least four (and up to eight) satellites are 
visible at any given time from almost everywhere on the gl0be: The control segment 

' includes a master control station located at thecFalcon' Air Base in Colorado and four 
tracking stations around-the world. Information fro~ the tracking stations is used to come 
pute· and upload the precise orbital data of each satellite {known'· a• the "ephemeris"), and 
dock cOrrectionS- and" other· data. The user segment requires GPS receivers anQ software that 
use signals transmitted pei:jodically by each satellite· to, perform navigation, surveying, and 
.other positioning tasks. · · 

The SV signal• are composed' oftw0 tarrier frequendes,(Ll andL2) modulated by 
two pseudorandom (PRN)• binary codes 'generated ·by known· and published mathematical 
equations. The two codes are called low accwcacy coarse acquisition (CIA) code and high 
accuracypredse (P) code •. When "antispoofing" is enabled, the P-code is replaced by a 'Clas­
sified high aceullacY Yccode known only t<:> authorized users. The accuracy' of GPS also 
depends on selective availability (SA), the deliberate degrading of the signals. 

As of the late 1990s a new network of continuously operating reference statiqns 
(CORS) of known locations is being developed to support high accuracy positioning. The 
introdu.cti<m<;Jf GPS necessitated the definition of a referepce ellipsoid with a center at the 
mass.centel'·ofthe earth. Known as the· World GeodeticSystem J;984'(WGS · 841,. it is almost 
identical, to• the Gevdetic fleference· System 1980 (GRS 80), )Vhich· was. ~dopted by the 
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International Union of Geodesyand Geophysics inc 1979 and·is :used by the North Amer­
ican Datum 1983 (NAQ 83). However, the V<GS 84 differs significantly from other ellip­
soids, such as the Clarke 1866 used by the NAD 27. 

The qu.kk and accuraie determination of geographical positioning offeredcby the GPS 
c:in enhance the development of GIS applications. It ~ greatly enhance the task of data 
collection relating to real-world objects (e.g., tralli<: signs for a sign inventory GIS and 
pavement renditions for a pavement management system), as well ;JS rnore advanced appli­
<Oations and automatic vehicle location, emergency vclric!e dispatching., transit system 
schedule adherence analyses, travel time surveys, and so fotth. 

15.3 TRA:FRC SIMULATION SOFTWARE* 

15.3.1 Traffic Simulation Model Characteristics 

c""'Puter simu1ation'i' important for the an~lysis offreewajeand urban street systems. 
Through simulation, transportation specialists can stndy !he formation and dissipation of 
congestion on r<>adways, assess the impacts of c<>ntrol strategies, and compare alternative 
geometric config!llratiol!S. Over the past three decades a considerable variety of s<>phisti­
cated etltnPUter models that are CJll"'ble of simulating various traffic operations have been 
developed. Sjmoclation models have different characteristics; static or dynamic, determin­
istic or stochastic, microscopic <>r maprosoopic_ Each simulation model has its own logic 
and use limitations, and is applicable to specific components of a transportation system. 

Widely used and newly developed traffic simulation models are included in this sec­
lion. lt is emPhasized that most traffic simulation m<>dels are under continuous improve.! 
meRt. As a result, the liext herein is ;1 presentation of featnres and main ,attributes of each 
software and not a critique_• I(npOflan! i~sues, such as model selection, .data needs, vari­
ability and reliability of results .• aad ontplit analysis as well as simulation limitations are 
wscussed. 

15.3.2 Classification 

A variety of traffic simulation models have been developed since the 1960s. The si(nplest 
model classification may be based on the classification;Of facilities that the model can ana­
lyze. Gibson I 15-71 classified simulatiQl1 models as fu<>se,for interseetions, arterials, urban 

. netw<>rks, freeways, and' freeway ootridors. The' need for integrated contr<>l strategies has 
resuked in receat ~lopment\l <>f sim.:.l!ition mndeJs f<>r integrated freeway/signalized 
intersectjGn l'letmnfks. •Each of these traffic subsystems, isolated, ooordinated, or integrated, 
.has unique problems ;and objectives. 

A common 'Classification methnd fm simulation models is based <>n the uncertai,.IJty 
.coment that representS the.,cteterministic or sttlohm;tic natnre of simulation and the time 

*A -special ·,thanks is due tO Mr: Yuhao wan·g .fot the assistance he provided -in identifying -and rev.iewing, 
;tralTic·slmulation softwar.eilUrin_g -m· 'MaSters -study a the UniVerSity ,of Hawaii. 

·t A.'lth0Q,gh software ,iJbsolescerice ·-Occurs rather nwidly,. several features of eariy VersiOns are maintained 
inihe :newer VersionS .. iFor example, a :review Of FHWA"s 'Traffic Models Overview Hizndbpo'k. dated June 1993, 
reveals ihat ·of-the ll 'm9dets presented ln it, '.maSt rrenlain aargely urichanged, except for·:the reiax.ition -of some 
liniitatlons ·and the great improvements to.dleirinputloutpUt intetfaces with WindoW:S;shells, and ·so on Tl5.6]. 
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horizon that represents the static or dynamic properties of simulation. ·A simulation model 
could be dynamic and stochastic ordynamic and 'determinisJic ih nature. Given the traffic 

·characteristics in. the real world, si.mulation models that fall into the static classification do 
. not exist; ·although.· simulatiOn based on time-slice static traffic flows is not rare. TraffiC sim­
ulation models can also be classified i~to types ofintervalscam{ing (or time stepping) and 
event scanning based on how often the status of the traffic ootwork is updated and the sta­
tistics on traffic performance are coilected." When. time scannihg is used, the state of the 
traffic system is examined and performance statistics are collected at regular intervals of 
time. I!! the event-based models the traffic situation. is updated when events of importance 
td traffic operations occur (e.g .• signal turns red). · '· 

Much like demand forecasting models, the classification of traffic. simulation models 
is based on the level of aggregation. Microscopic models consider the characteristics of 
each individual vehicle and its interactions with other vehicles in the traffic stream. There­
fore they can simulate traffic operations in detai( but usually require extensive inputs and 
long executinn times. Macroscopic models are characterized by continumri fluid represen­
tations oftraffis flow In terms of aggregate measures, such as flow rate, speed, and density. 
These models Jose detail but gain the ability to deal with large problems withi~ short exe­
cution times. Analytical procedures ate incorporated into both !llicroscopic and macro­
scopic models to evaluate existing conditions and io predict performance "under different 
design and control scenarios. 

Typical microscopic simulation modeling .methods are based on car-following and 
lane-changing theories that can represent the traffic operations and vehicle/driver behaviors 
in dell!~L The car-following theory describes the longitudinal movement of vehicles. The 
classical car-following approach is quite straightforward, that is, each vehicle attempts to 
advance at its desired speed while maintaining a safe foilowing distance from the vehicle 

· ahead. The Jane-changing theory describes the lateral traffic behavior. This may be consid­
. ered in terms of.a pumber of perception threshold~ governing the consideration of the risk 
of accepting a gap in a neighboring lane. A set of dec.ision rules is used to calculate whether 
a speed advantage may be obtained if'a vehicle were to change lane. Microscopic simula­
iion modeling inc\}rporates queuing analysis, shock-wave analysis, and other analytical 
tecl)niques. In addiiion, most microscopic simulation models are stothuti<; in nature, 
employing· a Monte Carlo process to generate random numbers for representing the 

. driver/vehicle behavior in real traffic conditions. 
'Macroscopic moqels model traffic as an aggregate fluid flow. Continuum models, 

sihapk or .high-order, are usually employed in macroscopic simulation modeling [15.8]. 
The simple continu!llll model. consists. of a continuiiy equation representing the relationship 

· • among the speed, d!'nsity, and flow-generation rate, The simple continuum model does not 
consider acceleration and inertia effects and cannot describe nonequilibrium traffic fl(lw 
dynamics .with pt:O!Cision [15.9]. A high-order cohtinuum model takes "into account acceler­
ation and inertia effects by using a momentum equation in additibn tothe continuity equa­
tion .. This moment!llll ·equation accounts for .the dynahaic speed-density relationships 
ob~erved in r~1 traffic flow. A well.known .!llomentum equation. is Payne' s· equation 
[15.\Qj, whic])is empfoyed in FREFLO... .·•· . · · . · 
. A limited number of simulation models fal.Unto. the .. third..ca.tegocy' of.mesoscopjc 

. models. For example, macroscopic models usually do not simulate lane-changing, merging, 
and diverging behaviors. Howe~er, KRONOS. often classified as a macroscopic model, 

I ' ' • 
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. does simulate -these behaViors and therefOre it could also be ·a mesoscopic modeL On the 
other hand, INTEGRATION, a miCroscopic' model in the sense that individual vehicle 

· movements--are· traced 'thrm,lgh the netw?tk, does .not explicitly consider the details of 
vehicle lane~~hanging and- car-foiJowing f?ehavior, which is a core attribute of-most micro­
sco{>Ic·~imulation models.' Instead, it considers the aggregate.speed~volume interaction of 
traffic, which is.a typical attribute of macroscopic models. · 

. . ~ 

15.3.3 Traffic Simulation Models 

The earliest computer simulation work in highWay transportation was the intersection sim­
ulation undertaken by the Transport Road Research Laboratory in the United Kingdom in 
1951, and the first simulation work in the United States was on the intersection and freeway 
models developed at UCLA in 1953. The development of simulation models !1as grown rap­
iqly since then. Gibson [15:7], Van Aerde etal. [15.11], May [15.12], and. Sabra and Stock­
tisch [15.13] reviewed simulation models for intersections, arterial networks,freeways, ~d 
freeway corridors up to mid-1995. One year later the "pool" of models was enriched with 
TSIS/CORSIM, WATSim, and iNTEGRATION 2, 

15.3.3.1 Urban Street Networ.ks 

Urban street traffic SystemS comprise iritersections, gtid-based networks •. and a variety of 
complex traffic activities and'control strategies, such ·as parking_ adjacent to traffic streams, 
bus blockage, one-way streets, reversible lane operations, and so forth. These systems 
exclude freeways, expressways, and all types of limited access facilities: 

15.3.3 .. 1. 1 MicrOSf?Opic: SimTraffic, TRAF-N.ETSIM 

SimTraffic: This softwimi is an accompaniment to SYNCHRO (see.be1ow). It is 
ii microscopic simulatiOn imd animation software that prOduces 'NETSIM-Iike· an.imal:ion 

· requiring a lesser user-effort. Trafficware, the developer of SimTraffic reports that most 
parameters in CORS!M, as derived through sever~] FHWA research projects, are included 
itl SimTraffic [15.14]. SimTraffic animation and simulation can be executed simultane­
ouslY: ;,hereas. CORSIM requires NETSIM simulation first, followed by TRAFVU artima­
timf Slmfraffic does not explicitly model bus routes, bus stops, car parking, and HOV. 
lanes. On the other hand it can handle much larger networks (e.g., 300 versus 100 intersec-

. tions) and three times as muchtotal volume on a single run(30,DOO versus 10,000 vehicles). 
SimTraffic's capabilities have been upgraded to include simple freeway modeling, which 
ca·n be combined with an artedat netwOrk. The interaction between the two networks is iim­
ited hecriuse each freeway ramp iS modeled as an unsigrtalized iqtersection requiring 
t~nilng movement inpu~ . 

•• 
NETSIM. The NETwork SIMulation model was originally called UTCS-1 because 

its development was supported by theOffrce of Research of.the U.S: Federal Highway 
Administration (FHWA) as part of the Urban Traffic Control System (UTCS) program. , 
Two earlier models, DYNET and TRAN~, were incorporated in the development of 

·· UTCS"J [15.15]; . 
1 

. 

· NETSIM is. a microscopiC, interval"scanning simtrlatiot1lnodel that is c!ipable Of rep' 
. resenting complex \rrban netWorks, traffic control systems, and vehicle performance char-
' /. , ' I , 
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acteristics:It is microscopic b~cause each vehicle is treated as au independent entity; it is 
intervill-scanning because t~ •UJ.te of' the s'ystem'is computed at regular time intervals, 
specifically every second. The .mode) traces the trajectory of each vehi.c\e as. it progtesses 
through the network. the mOtion of each vehicle is governed by car-following rules: lane­
changing and overtaking behavior; turning movements, and response to'-\he traffic control 
system. Se~eral of the characteristics of each vehicle are assigned probabilistically using 
the Monte Carlo metho~ described in Chapter 14. Therefore individual vehicle/driver com­
binations, vehicle turyJing movements' on ne'w links, and many other behavioral and opera­
tional decisions are· all represented as random processes. · · 

Being a microscopic simulation model, NETSIM requires a consideraqle amount of 
. inputs, such as: 

1. Topology of the roadway network. The network is described by nodes and one-way 
linkS. The nodes represent interseCtions--and points ~here the roadwaY geom6tric char­
acteristics change, such as lane drop locations. The links represent one'directional 
roadway segments between podes. · · 

2. Characteristics of each roadway link, These include the link's length; the link's free­
flow speed; and the number and channelization of lanes i)1cluding full lanes, turning 
lanes, and turning bays. In addi~on, the meau values of st~t-up del~ys, lost time, and 
discharge headways at the .downstream end of each link .are specified. Pedestrian 
interference at the upstream end of the link is also'.input. :Related links that receive 
traffic from the 'subjeci link are descrilied as illustra.tedin Fig. 15.3.1. 

· .. 3. Traffic control system. The input stream inc!)Jdes the characteristics of the traffic con­
trpl system. NETSIM is capable of simulating the operation of stop and yield sign 
control,. pretimed signals, and actuated signal detector/controller combinations for 
semiactuated and fully actuated operations as described in Chapter 4. 

4.. Traffic 'demand. The .traffic volumes entering and exiting the network and the dis(ri­
. 'bution of turning volumes at each intersection, are specified. 

5. Traffic composition. The composition of the simulated vehicles is given in terms of 
Jour fleetcompo!1ents, that is, automobiles, trucks, car pools, a11d buses. Several types 

·· pfveliicles may be specified for each fleet compo11ent. Each type is described in terms 
·of its·operationill characteristics-, illcluding maxi~Um acceleration,_ maximum speed, 

<'..---~---~ ,- ~-Figllfe 15.34- _)(o.ssib:le configurations of 
.. ·links-emanating from ljnk 

{i,j), i, beginning of link; 
end. of link;_ k, left turns; 

m, through traffic; n, right 
tums; :t.d, t'Uagonal 

, movementS; ti:, movement 
oppoSing left turns. 
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· speed,acceleration relationship, headway characteristics, fuel consumption rates, .and 
. ·pollutant emission rates. 

6. Bus operations. Optionally; the user may specify the operating tharacteristics of a bus 
transit system in terms of bus routes,'stations, and frequencies of service. . . 

NETSIM provides a wealth of outp~t on a link-specificbasis that is aggregated ov~r 
the entire network..Output MOEs·include tr<~vel times, total and stopped delays, timing 

·data, queue lengths, signal phase failures, vehicle occupancies, fuel consumption, pollutant 
emissions, and so on. · , , 1 

· Recent microcomputer versions of NETSIM.are accompanied With editing programs to 
facilitate the preparation Jf the input stream, enhanced graphics to display inputs and outputs·, 
and animation software. The latest version of TRAF-NETSIM uses an identical seed number 
technique to represent identical traffic streams and toteduce output variability (15.16]; 

15.3.3.1.2 Macroscopic: EVIPAS, NETFLO, PASSER, 
SYNCHRO, TRANSYT 

EVIPAS. ··The Enhanced Value Iteration Process Actuated Signals (EVIPAS) soft­
ware optimi~es actUated. controller settings for isolated signalized intersections operating 
with a NEMA or Type 170.controller. Delay, fuel consumption, and several other MOEs 
can be used as a base for the optimization that can accommodate any combination of user­
selected signal settings such as minimum and maximum green, vehicle extension, time 
before reduction, and so forth. [15.17] . 

NETFLO. The NETwork traffic FLOw simuiation model can simulate the traffic· 
flows at two levels. NETFLQ I is a stochastic, event-based model. It moves each vehicle 
intermittently according to events and moves .each vehicle as far downstream as possible in 
a single move. Although NETFLQ I treats each vehicle on the network as an identifiable 
entity, car-following' and lane-changing behaviors are not modeled explicitly. Therefore 
NETFLO I models traffic at a lower level of detail than NETSIM. NETFLO II is a deter­
ministic, interval-based model. It is essentially a modified TRANSYT without optimization 
capability. In NETFLQ II the traffic stream is represented in the form ofmovemerit-specific 
statistical histogf'lllls. NETFLO and FREFLO, a macroscopic freeway model, are com­
bined into the integrated simulation system CORFLO. 

PASSER. ·The Progression Analysis and Signal Syste:n Evaluation Routine, 
PASSER II'90, performs traffic signal optimization on a single arterial street based on band­
width maximi,zation. PASSER II is a part ofthe Arterial Analysis Package, which also pro­
vides inpu,t files fdr use with TRANSYT-7F. PASSER IV-96 is applicable to networks of 
arterial streets. PASSER ill-90 and Ul-98 are separate software designed to perform signal 
optimization on duill-signal d,jamond interchanges. Up. to 15 alternative phase sequences aiia 
several·interchangeS in tandem Cl!J1 be evaluated in one run,!Jl PASSER software are lllliC!O' 

scopic. They were developed by the Texas Transportation Institute for the Texas oor [15.6] . 

. SYNCHRO. SYNCI'IRO is a traffic signal timing software designed to gener,ate 
optimal signal timings (cycles;,splits, and offsets). A secondary product of the analysis is 
capacity and performance estimations similar to those in the HCM. SYNCHRO's unique 
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feature is the chqice lletween Webster's delay formula (an<! its derivative, as it appears in 
the Highway Capacity Ml!nual) or the percentile delay formula. According to the latter, the 

. simulation moclels the 90th, 70th, 50th, 30th, and I Oth vo]qme percentiles to better account 
for vari~tions fu traffic ilnd c3.pture saturated conditions. Different optimization criteria ·are 

· . used for under- and oversaturated c;onditions. Network partitioning for better subnetwork 
cycle length estimation is available. The computed results can be simulated by SimTraffic. 
Unlike TRANSYT and HCM-based models, SYNCHRO permits detailed input of actuated 
signals and progression settings [15.18]. An augmented version of SYNCHRO produces 
input files for PASSER 11, TRANSYT-7F, and CORSIM. 

Cycle leqgth optimization is based on a simple formula that acrounts for negative fac­
. tors, the sum of which is attempted to be minimized: 

where 

PI = (D% + lOS + 20Q + 300U) I 3600 

PI = performance index 

D.,;, = percentile delay 

S = number of stops 

Q = nuniber of vehicles in queue 

U = number of unserved vehicles 

'The coefficients of 10, 20, and 300 are seconds of penalty. 

(15.3.1) 

· The coordinability factor ( CF) is generated by SYNCHRO to <!!'Sess whether signals 
in a network should be coordinated. CF is estimated by Eq. 15.3.2. CF ranges between 0 
an<llOO. Values above 80 indicate a necessity for coordination, whereas values below 20 
suggest that coordination is useless or counterproductive. 

where 

CF = max(CF1, CF2 ) + AP + AV + AC 

CF1 iOO - 1.3 (T- 4), 
.. Tis the link travel time with 4 < T < 80 s 

CF2 = IOOAT!SS, 
·AT is average traffic and 
SS is storage space; they are Calculated as follows: 

AT = 360() 
1 VC, 

V:is·the lane group volume and 
C is the cycle length 

SS = NDC 1
, 

N Is the number of lanes in the lane gr<>up, 
D is the link distance, and 
L is the vehicle length 

(15.3.2) 
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AP = 10 -0.55{100-0.5(V,0 +V60)V-\.istheplatoon.adjustment; 
V30 are volume airivals durin'g the busiest 30% of the cycle and 

• 1760 are volume airivals during the busiest 60% of the cycle ' 

. AV. = -,(l,02'(VTwo.Way - 700) if v'IW.;Way .< 1200 

AV = Q,Ql(Vrwo-Way- ZOO) if 1200 $ V Two-Way< 2200 

AV := 20 if 'y'!Wo-way ;, 2200; 
AVis the volume adjustment and 
Vl\vo-Way is the tWO-Way volume of the link 

AC = CI/2 
CI is the cycle increase in seconds; it represents the increase that needs 
to be imposed on smaller cyCles to match the larger cycle in the 
network to achieve coordination > 

The inputs and outputs of SiYNCHRO have many similarities to those of TRANSYT. 
SYNCHRO outputs can be microsimulated with SimTraffic for more refined results. 

TRANSYT. TRAffic Network StudY Tool's original ven;ion was developed by 
Dennis Robertson at the Transport Road Research Laboratories (UK) in 1967. There is no 
representation of individual vehicles in TRANSIT, and ali calculations are made on the 
basis. of the average flow rates, turning movements, and queues' TRANSIT processes pla­
toons of vehicles, as shown in Fig. 15.3.2. The smooth cu!Ves repteseni the actual pro.cess of 
vehicle dispersion as they moye downstream from .the intersection after they were released 
at the beginning of green. The dashed blocks represent the way TRANSIT han'dles this 
process. In theactmu simulation process the blocks are substantially slnaller, and the user 
can control the size of the simulation'steps that essentially control the size of the platoons. 
In Fig. 15.3.2 the queue gradually dissipates, the speed of vehicles increases and thus, the' 
average headway between successive vehicles elongates (i.e.;· car-following distance 
increases as speed increases), thereby causing a substantial decrease of the saturationflow. 

TRANSIT-7F can perform plaiu simulation, which results in the perfoimauce oflhe existing 
network Without any alterations. This output often serves aS the base on which improvements are 
evaluared. In optimization mode TRANSYT-7F utilizes a disutility index (Dl) that it attempts to 
minimize by manipulating signal settings, such as cycle length, green splits, and offsets [15.19]. Dl 
is estimated as follows' (it is similar to lhe performance index used in earlier versions): 

~. ' . . . . ' . 

Dl = 2}-{(wd,di + kwSiS,) + U;(wdHdt-1 + kwsH S,_,) + QP} (15.3.3) 
'i=J 

where 

d, - total delay on lil\k i (and i- I) out ofn links; it consists of uniform and 
overflow delay as in HCM 2000 (see Chapter 4) · 

S, = the total number of stops on link i (and i ,- 1) 

wx, link-specific weight factors fordelay.and stops 

k = a user-defined parameter determining the importante of stops relative to 
delays (i.e., greater emphasis on stops corresponds to a greater emphasis on 
arterial progression) 
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t = dt 

%' Saturation. 

·.· 

•. ' 
Queue length 

(at end of RED) _/ • I.. • / 
. 7 · : / Distance 

.r~~--~~7-----------------~--~--~ on the t ,link 
·-Stop-line 

Figure 15.3.2 Exarhpte .of pi~~oon £1!sp7rsion as modeled in_ TiiA;'lSYT. 

u, = 1 if link-to-link weights. have been established~ 0 otberwi$e 

QP = queue penalty e~timated as follows: 

639 

(15.3.4). 

where 

Q - 1 if ihe maximum back 9f queue penalty has been selected by the user, 
0 otherwise 

W F = networkwide pe~aJty applied ~hen thelink ,; full 

. F, = number of steps during which link i is full 
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, An important variable that empha.iizes the importance of arterial progression is pro-· 
gression opportunities ( qr PROS). which represents the number of successive signalized 
intersections that can be crossed at,the .design speed without stopping. Optimization is 
based on the performance index (PI),. which 'Can be equal to Dl, PROS, or various combi­
nations of -the tWo. 

TRANSYT uses volumes, saturation flows, average link lengths and speeds,. signal 
phasing, minimum intervals (i.e., minimu)ll duration of green to satisfy pedestrian crossing 
requirements), and cycle lengths as inputs. Then)n an optimization run it calibrates green· 
splits and the progression offsets to minimize delays and to improve progression. At the end 
<;>f each run it produces Ol\tput thafincludes average delays per approach and intersection, 
i'ntersection and networkwide Dis, as well as_. fuel-consumption and-emissions estimates . 

. 15.3.3.1 .. 3 Mesoscopicj CONTRAM, SATURN 

CONTRAM and SATURN were developed primarily for traffic assignment purposes. They 
can be used for simulating vehicle routing 'in a complex traffic system, and their modeling 
mechanisms have been modified and incorporated into integrated network simulation 
models such as INTEGRATION. 

CONTRAM. The CONtinuous TRaffic Assignment Model is a traffic assignment 
and simulation model that treats a group of vehicles (called a p~cket) ,as a single entity. Thus 
vehicles that belong to a packet travel along the same minimum cost route and arrive at the 
same time. CONTRAM deterntines time-varying link flows and route. costs, in,teinls of 
given time-varying route inflows, in a dynamic_se:tting. As such, it is entirely different from 
TRANSYT and NETSIM [15.20]. In CONTRAM traffic demands are expressed as" 0-D 
(origin-destination) rates for each given time interval. These 0-D rates are converted into 
an equivalent number of packets, which are assigned to the network at a uniform rate for 
each til!'e interval. A traffic assignment equilibrium is achieved through iterations in which 
each packet is removed from the network and reassigned to a new minimum path. 

SATURN. The Simulation and Assignment of Traffic in Urban Roa<! Networks 
model also is a traffic assignment model based on the incorporation of twp phases: a 
detailed simulation phase of intersection delays coupled with an assignment phase that 

· d~terntines the routes taken by 0-D trip~[l5.Zl]. The complete model is b~sed on im i.U,r­
ativeloop between the assignment and Simnlatwn phases. Thus the simulatiOn deterrm.ne.s 
flow-delay curves based on a given set ofturning movements and feeds them to the 
assignment. The assignment uses these curves to deterntine route choice. and updated 
turning movements. These iterations coritimie u:ntil the turning movements reach reason­
ably stable values. 

, 15.3.3.2 Freeways _and Freew11v Corridors 

A corridor is a roadway· system consisting of a few primary longitudinal roadways (free­
ways ormajor ;uterials) carrying a 111ajor traffic movement with interconnecting toads that 
offer the drivers al~rnative paths to,~their destinations. Freeway models usually simulate 
traffic flow on theintegrated system of a mainline freeway and its, ramps, whereas freeway 
corridot models can simulate the traffic on a maiciline freeway and its ramps as well as on 
neighboring arterials. 
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15.3 .. 3.2.1 Microscopic: INTAAS, FRESIM, and Others 

INTAAS, The INregrated 'lllAffic Simulation mod~! is a stochastic model devel­
. oped by KLD Associ0re{ iti the late J970s and. was enhanced continuously through the 
· 1980s [15.12]. It uses a vehicle-specific, tithe-stepping, detailed lane-changing and car­
following logic to represent traffic flow and control of a freeway corridor lncluding the sur­
rounding surface· street network (if .desired). INTRAS requires detailed geomerric and 
traffic information, including link lengths, l!ll1e numbers, location, free-flow speeds, vehicle 
composition, traffic volumes, 0-D data, and so on. 

FRESIM. The INTRAS model was reprogrammed by JFf and Associates 
according to structllfe design techniques and made more user-friendly. The revised model 
was called FRESIM and has been inco.rporarect into the TRAF family [ 15.11]. FRESIM can 
simulare complex freeway geometries, such as lane add/drop, inciusion of auxili.,.Y lanes, 
and variation in slopes, superelevation, and radius of curvatllf<l. The .model can handle 
freeway operational features, such as lane-changing, on-ramp metering, and representation 
of a variety of traffic behaviors in freeway facilities. · · · 

CARSIM, WEAVSIM, and FREESIM. CARSIM and WEAVSIM emphasize 
specific application pnrposes: both were based on INTRAS. INTRAS, as a general purpose 
analysis model, had certain lintitations: that is, its car-following· logic was not capable of 
realistically simulating the .behavior of traffic under stop-and-go conditions on freeways. 
Therefore a new car-following model named CARS!M (CAR-following SIMulation), 
was developed to offer additional reaiistic features an<\ capabilities for simulation of 
car-following behavior on freeways. . 

Similarly, because the INTRAS lane-changing logic could not represent the intens'ive 
lane-changing maneuvers at the weaving sections of freeways adequately, WEAVSIM was 
developed specifically for the study of the dynamics of traffic flow at weaving sections. 
FREESIM is· a stochastic model whose logic is based on a rational description of tli.e 
behavior of the drivers in a freeway lane-closure situation< A set of algorithms were estab­

. lished to simulate driver car-following/lane-changing behavipr in response to advance 
MUTCD WarDing signs. · · · · 

15.3.3.2.2 .Macroscopic: CORQ, l'flEQ, FREFLO, KRONOS 

CORQ, The COlbidor Queuing model devel(>ped by Yagar in the early 1970s is a 
freeway corridor network assignment and simulation model. The corridor consists of a 
directional freeway, its ramps, major cross streets, and any competing alrernative sqrface 
streets. Traffic .flows are approxirnared as fluids, and travel times are calculared as simple 
step functions for both free,flowing and congesred conditions. A key element_ of CORQ is 
the dynamic assignment technique for allocating time-slice O·D demands to a time, 
dependent traffic network. However, the travel time relationship is expressed as a static step 
function of link flows and inrersection delays, which is a drawback [15:11], The time rela­
tionship is insensitive to changes in signal timings on parallel arrerials. Because CORQ was 
perhlips the most detailed corridor-level model throughout the 1980s, parts ofits modeling 

.. approach wete modified and incorporared into the design <:>f theintegrated n.et\>lork simu­
lation model INTEGRATION. 
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FREO. FREQ is a deterministic simulation model fot a directional freeway cor­
ridor; developed atUC,Berkeley. Since.19(i8 the FREQ.model has been under continuous 
development and' a new Versio.n. FREQlO, is presently available.The FREQIO system con, 
tains an entry control mode] (FREQ HJPE) for analyzing ramp metering and an on-freeway 
priority model (FREQlOPL) for ana]yzirtg HOY (high.occupancy vehicle) facilities. The 
simulation modeJ,cmisiSts: of two Parts: one rOt freeways arid anOther for arterials in the cor­
ridor. The parallel arterial routes are aggregated and modeled as, one after several simpli­
fying assumptio~s are- incorpOrate~ into the.analysis; 

FREFLO. FREFLO, developed by Payne [15.10), simulates traffic flow on free­
ways using a formulation of aggregate variables based on suitably modified analogies of 

.fluid flows. Initial work With the FREFLO revealed that the modei was limited in its ability 
to simulate realiStically congested flow conditions. Many efforts were made to address this 
problem, including the develop'?entof anotherfreeway niode), FRECON. F.REFLO itself 
was modifi~d to fes?lVe the difficulties in representing congested conditions and incoiV.~­
rated into TRAP, which allowsFREFLO to interface with other models that can simulate 
the neighboring surface street systems. TRAP's traffic assignment model can provide 
FREFLO with volume and routing infOI:ma[ion. · ' 

KRONOS. KRONOS, developed by Michalopoulos in the early 1980s, .is a 
freeway simulation model th'at uses a simple continlii.Im model to represent traffic flow. 
KRONOS has been continuously enhaiic~d Sirice the inception· and several versions are 
described in the literature (e.g., Ref. [15.22)). Un!ikeother'macroscopic simulation pro­
grams, KRONOS expHcitly models inteirupted flow behaviors such as lane-changing, 
merging-, diverging, weaving, and-_ spill back, which were not taken into account by other 
macroscopic freeway programs. KRONOS hits been applied"for evaluating the effectiveness 
of different freewaydesign/op~rational alternatives (e.g., Ref. [15.23)). Updates made by 
Kwon include routines'to handle HOY lanes and traffic responsive ramp metering. 

. . ·. /' ( ·' ;· ,. 

15.3.3.3 Mixed NetwQrks 

EarUer me~hod~ for simulating mi-~ed freeV.:aY-art~rial netwoiks GO:qtbi_ried existi.ng subnet­
work models through ·a traffic assign'·ment subroutine .to simulate an integra:ted system. Sev-

' eral compositlg, synthetic,_ or fu.l[y integrated s_imulation models have be;¢n developed since 
the 1980s. Most' of the modelsiri this category are able. to 'model complex networks irt con­
siderable detail, Consequently a common disadvantage is the extensiVe. requirement for 
input data and calibration;, . 

15.3,3.3.1 Microscopic: AIMSUN, CORSIM, iNTEGRA'TION, .PARAMICS 
, SCOT, WATSim .. 

AIMSUN. · The Advariced 'Interactive Microscopit' Simulator for Urban and 
Non urban Networks (AIMS UN) is .the analytical part of the Generic Environment for 
Traffic Analysis and Modeling (GETRAM) developed at the Polytechnic University of 
Cataluna, Spain [15;24]/GETRl\M's input processor is a traffic network"graphicai editor 
(TED!); The dita froin TED! are analyzed' by AIMSUN, which contains interfaces With 
assignment irioaelsstich as EMME/2 (pr~seiited inSection IS.S).AIMSUN is a microscopic 
simulator that deals with all types of streets in an integrated fashion.lt accommodates traffic 
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floWs -in either turning· ml:!vement 9r 0-D. matrix form. When turning movements are 
used, traffic is· distributed over the network stochastically; when.O-D data are used, vehi­
cles are assigned to specific 'rout.es. Several vehicle types ca'it be· defined; these are used 

. both fortraffic processing purposes (e.g., car-fol,lowirrg, lane-~hanging, gap acceptance, 
etc.) but also for lane use restrictions (e.g., HOV lanes, bus-only lanes, etc.). AIMSUN's 
developerS have made eXtensive· efforts to accommodate-ITS features such as variable 
messag~ signs, in-vehicle travel' guidance, detector,:S, actuated ·signal control, ramP mete'ring, 
and ~Ie:ments of incident management. This sophisticated software has-seen little use in 
the United States. 

. 

CORSIM. · CORSIM is. a combination of NETSIM and FRESIM: The model is 
capable of simultaneously simulating traffic operations on surface streets as well as on free­
ways lri an integrated fashion. H-oY.,ever, within the earlier integtated traffic sfmlil~tion 
system (TRAF), the total freeway/urban street systems simulated by the combination of 
'NETSIM and FRESIM could only be called composite networks rather than integrated net-' 
works, in t~nns of the TRAF syStem chiracteristics of distind separation of. the :issignme;nt 
and ·simUlation· phases of the analysis, independent control strategies in each subnCtwork, 
data transfers between modelS/modules, and the Jack of rerduting capability [15.25]. A 
traffic assignffient model can be run tq enter 0-D trip in-fotrnatio.ri, and two assignment 
options, system optimal o\ user equilibrium, can he selected. The assignment results'then 
interface the components of the CORSIM m0del. 

A Windows version of TSIS (Traffic Software Integrated System) [15.26] was 
released by the FHWA in 1997 to ptovide an i~tegrated, user-fdendly, graphical user inter­
face and environment for running CORSIM. Early evaluations show that'CORSIM provides 
superior animation and that it is a competent softwar~ with .limitations simpar-to NETSIM's 
and FRESIM's [15.27]. 

INTEGRATION. ' INTEGRATION was developed in the late 1980s by Van Aerde 
and Associates. Individual vehicle movements through the network are traced to monitor 
and control the behayi'or of vehicles that belong to a certain subpopulation. The inodei dif~ 
fers from most other microscopic models in that only the aggregate speed-volume interac­
tions of traffic and not the details of a vehicle's lane-changing and car-following behaviors 

.. areconsidered [15.27]. . . 
INTEGRATION is routing-based; that is, a vehicle's trip origin, destination, and 

departure times are specified external to the model. The actual trip path and the arrival times 
at each link along the path to be derived within the simulation are based on the modeled 
interactions with other vehicles. Another distinctive feature of INTEGRATION is that it 
may be the first model that considers the·.JTS route guidance infonhation in the vehicle 

. routing/rerouting mechanism. User-specified detector location for data collection as well as 
·basic signal Optimization at user-defined intervals are additional features. While it provides 
intuitive graphical capability for viewing vehicles as they move through the network, it pro­
vides no graphical user interface for vieWing and editing network data. 

. . • PARAMICS. PARAMICS is a network-level microsimulator developed in the 
1990s ih the U.K.· It has ooe base and three optional comp~ents.Jhe Mods!leris the core 
simulation ~oillponent anQ Process()r; Analyser, and.Progra,mmer are optional components .. 
Par<unics developers claim a unique modeling methodology b!lSed on the viewpoint of the 
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driver.This unique apprdach yields results that. have been validated by comparison to long­
standing software such as TRANSYT. Paramics' modeling approaCh makes it suitable.f9r 

), ' ' ' ' --, 
the assessmerii of detailed effects such as.; response to signing, temporary lane closures 
(e.g., for ipcidents· and road. construction), loop detectors linked to variable speed signs, and 
different speed limits for specific types of vehicles. Pararnics requires a Unix or X-Windows 
operating envi-ronment.- Only a smail number .of Paramics' applications have occurred out­
side the U.K. [http://www.patl!mics-online,com/]. 

SCOT. Th~ Simulation of COrridor Traffic may be the earliest model for inte­
grated networks [15.28]. The model is the synthesis of UTCS-1 and DAFf. UTCS-1 is the 
precursor of NETSIM and DAFT is a lnesoscopic simulation model for freeways, ramps, 
and arterials, in which vehicles are grouped into platoons, Therefore SCOT may also be 
classified as amesoscopic model. The key design element of SCOT is the interface features 

1 betwedn the inesoScopic an:d microscopic -characteristics of- the twO submodels. AlthOugh 
SCOT appears suitable for simulating area-level traffic networks, the model is no longer 
supported. 

WATSini. ·The Wide Area Traffic SIMulation mode] .was developed by KLD 
Associates. It is a stochastic, integrated network simulation. model th.at extends the func­
. tionality of TRAF-NETSIM to incm:porate both freeway and ramp operations with surface 
street traffic. Basically the intern.al processing of TRAF-NETSIM has been modified to 
create WATSim. Its operational features. include those in TRAF-NETSIM plus HOV con­
figurations, light rail vehicles, toll plazas, path tracing, ramr metering, and real-time sim­
ulation and animation [15.27, 15.29]. WATSim also in.clwies an interface with a traffic 
assignment model. 

15.3.3.3.2 Macroscopic: CORFLO 

CORFLO. CORFLO is a combination of NETFLO I, NETFLO II, and FREFLO 
models, integratedwithinfhe TRAF/TSIS operation environment FREFLO is used to sim­
ulate the traffic on the freeway subnetwork and NETFLO'is used for the surface street net­
work. TWo important enhancements. to CQRFLO are the ;wdition of new logic for 
user-optill\al traffic assignment basedon simulated link travel time and fhe-ill!roduction of 
capacity_ for. en-route diversion modeling. Therefore, within fhe TRAFrfSIS ~rem, th.e 
equilibrium traffic assignment model may be used to provide volume and routing info~a-
tion to FREFLO and NETFLO. . ' 

15.3.4 Model Selection, Output Variability', and Other 
( limitations 

The preceding sections illu~trate the large variety of computer simulation models for ru;"a­
lyzing traffic systems. These models have characteristics that may or may not fit a specific 
application because of their specific attributes, strengths, and weaknesseS'. Thus selecting a 

·model is an·important step toward traffic problem resolution. 
Model evaluation and selection depend heavily O!l the establishment of a set of cri­

. teria. These criteria are usually ~ed on fhe jJUrposes of model application fhat are c~)llsid­
. ered. Van Aerde et al. [15:11) proposed a general list of criteria for guiding model 
·~valuation: (1) quality of modelin terms of traffic engi!leering theory; (2) quality of pro-
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gram. code; (3) user friendliness and iiocumentation; (4) field validation and verification; 
and (5) availability, implementation, cost, and support. For each of these criteria detailed 
subcriteria and corresponding· weights can be listed depending on the objectives. A list of 
16 criteria with their associated .priority levels were also. identified by Marcus and 
Krechmer [15.30] as a basis for selecting a c,;ndidate se(,. of simulation models. After 
defining the list of criteria, a literal'!f" review and lil:nited .testing could be. conducted to 
assist in the model selectioq process. . 

Validation for a macroscopic simulation model is usually undertaken at the macro­
scopic level. For a microscopic model, however, validation is conducted at both ~ micro­
scopic and a macroscopic level [15.31]. At the microscopic level the attributes of imlividual 
vehicles, such' as location, time, headway, and speed computed from the simulation model, 
are compared with those obtained from field data. At the macroscopic level the aggregate 
parameters, such as the average speed, density, and volume of vehicles, are compared 
between simulated results and field data. 

Most microscopic, stochastic models employ Monte Carlo procedures to generate 
random numbers for representing the stochastic behavior of individual driver-vehicle com­
binations. As a result, the simulation output of stochastic simulation models may contain a 
great deal of variability from one run to the next. The variability in model output can lead 
to _concern about the model's reliability, and ,the user may have difficulties in analyzing the 
simulation results under different control strategies. · 

One method frequently used for reducing the variability of model. outputs is the 
.method of independent replications [15.32]. This method uses an adeo.uate number of inde­
pendent runs, based on the d•sired sfi!ltisticallevel of confidence, to get the means and vari­
ances for model parameters. The replication method for reducing model variability, in 
practice, could be very inefficient when many runs with long stabilization periods are 
needed to generate adequate ob•ervations for analyses. . . . . . 

The batch means method is a quicker alternative because it works' with a single sim­
ulation run [15.32]. The total observations generated from a single long simulation are 
qivided into subsequences or batches, and the observations i&a given batch are 'essentially 
similar to those generated by a short replication, that is, for a 45-min simulation run, three 
results are obtained with batch sizes of 15 min. This concept of batch means-based variance 
reduction is appealing, but batch size determination is neither unique nor straightforward. 

Two' other variance techniques,-common random numbers_ and antithetical varilities, 
have been used with TRAF-NETSIM. Both techniques reduce the variability of stochastic 
models by controlling the random number seeds used to drive the simulation modeL These 
variance reduction techniques can be applied by using the "identical traffic stream" feature 
of the TRAF-NETSIM, one of the recent enhancements of the model that is intended to 
assure that the variance in the performance measures is primarily due to the control vari-
ables and not to random variation. · · ~ . . ' 

Broad limitations of traffic simulation include (I) imperfect simulation of driver 
behavior, (2) approximate representation of the reality, (3) excessive hardware demands, 
and ( 4) ip.consistenl simi!lation results [ 15 .1]. Specific limitations of many models include 
the lack of overtaking, ignorance of pedestrians and two-wheelers, weak transit and HOY­
lane treatment, inabil;ty to model realistically large networks, incompatible outputs (e,g., 

. no options to format output to fit popular office software), and absence oflinks to and from 
GIS, CAD, and planning software. In addition, there are concerns about th.e effort involved 
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in model calib.ration~ and validatioll, -and suspicions that some models are essentially 
·researCh prod1:1cts that have not been validated over a wide ran~e of coriditions. 

15.4 CAPACITY SOfiWARE: HCS, SIDRA, AND'OTHERS 

The capacity analysis software presented in this, section are Computational models, as com­
pared to the simulation ll)odels in the previous section [15.33]. All the software described 
next can analyze three- and four-leg intersections. Only SIDRA can analyze intersections 
with five or more legs. 

HCS. The Highway Capacity Software is a precise replication of the Highway 
Capacity Manual (HCM) on a personal computer platform. Most chapters of the manual, 

. including freeway andintersection analyses, are included in the HCS. A ful!Windows ver­
sion of HCS became available before the tum of the century. 

SIDRA. SIDRA was developed by .the Australian Road Research Board. Its sig­
nalized and unsignalized intersection analysis is based qp th'e HCM. SIDRA is one of only 
a few models available that can analyze roundabouts as Well as unsignalized intersections; 
it can do these analyses for both left- and right-hand driving. In addition to delay and level 
of service, its output includes queue lengths·, stop rates, energy consumption,_ and emissions 
staiis·iics. , 

EZ-SIGNALS, HCM/Cinema, and SIGNAL94. EZ-SIGNALS was developed 
. by Viggen Corp. It is a Windows application of the signalized intersections chapter of the 
HCM.lt became available in 1997 and later was incorporated into the HCS. HCM/Cinema 

. was developed by KLD Associates, and it is also a replication of HCM's signalized inter- _ 
sections chapter, with the additional option of executing NETSIM at the single intersection 
level, which prOduceS: a. wealth of measures of effectiveness as well as animation. 
SIGNAL94 was developed by Strong Concepts. It too replicates HCM's signalized inter­
sections analysis along with ·signal timing optimization and extensive ability to analyze 
intersecti<:m geometry and cOntrol alternatives. 

15.5 PLANNING SOFTWARE: EMMEi2, QRS II, TRANPI-AN, 
MINUTP, TP+, TRANSCAD, TRANSIMS 

Planning software automates the four-step process of trip generation, trip distribution, mode 
choice, and trip assignment. TRANSIMS is a 'departure from the traditional four-step 
process as explained later. A large number of inputs is required, such as a full description 
of the network, the existing traffic and transit volumes, and origin-destination (0-D) tables 
by zones. Most planning software allows the user to insert and calibrate models for each of 
the four steps. 

The major advantage of all of the planning software is that after inputting the data, 
cqmplex analyses can be done, imd a large number of altem~tives can be evaluated in a short 
time. The software presented next greatly facilitates analyses for new transportation facili­
ties (j.e., new, extended or widened roadway facilities, new public transportation service, 
expansion of airport or port facilities, etc). They also are useful in analyzing large develop-
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ments, such as a residf?ntia~ subdivis~on, a new shopping center; an office park, and so forth. 
At a grand s~ale these software permit the analysis of whole metropolitan areas and the 
evatuation·of proPosed new 'inst1;1llations or alterations.. _ _ --

During the 1970s 'the FHWA and the Urban Mass Transportation Administration 
(UMTA;. now Federal Transit Administration, FTA) embarked on a major initiative to 
develop a set of manual and mainframe computer-based tools to help localities implement 
the demand-forecasting models described in Chapter 8. This package of models was known 
as the Urban Tr~nsportation Planning System (UTPS). With the advent of personal com­
puters during the 1980s, several private vendors began offering their PC versions of the 
UTPS package. Typically these packages included a graphical user interface to aid in the 
specification of modal transportation networks and a set of functions and utilities to facili­
tate the implementation of trip generation, trip distribution, mode choice, and trip assign­
ment modules. Each package included a scripting language permitting users to tailor 
forecasting procedures to their particuhrr needs. Based on user requirements and advance­
inents in the area of travel demand modeling, these vendors continually offer improvements 
and added features, such as the capability to analyze HOY facilities, and methods to cap­
ture transportation policies (e.g., congestion pricing and parking restrictions). By the end 
of the 1990s most of these products offered linkages to GIS software as well. The major 
features of sever~l popular transportation software are presented next. 

EMME/2. The major feature of this softw.;.e package is the incorporation of mul­
timodal equilibrium: In all applications both automobile and transit related characteristics 
can be incorporated simultaneously, which closely approximates real world conditions (i.e., 
car and transit modes are Competing in an urban environment). This property does not only 
offer the ability to assess the impact of transit services on road networks, but also it aids in 
the identification of more efficient routes· for transit services. 

The inputs require a network representation that can be input by coordinates, or it can 
be digitized directly from maps. On each node and link the pertinent modes, transit lines, 
turns, and. volumes are input. Different types of transit vehicles can be incorporated and a 
total of. 30 modes can be handled. Zone ·characteristics, such as demand, socioeconomic 
variables, and travel impedance are inputs. Network or zone data, such as traffic surveys, 
accident statistics, pavement characteristics, and other custom information, can be incor­
porated with user-defined attributes. In addition, existing traffic characteristics of roadway 
or transit links such as volumes, travel times, and speeds can be input for comparisons (i.e., 
observed versus estimated). The user can specify .unlimited expressions (models) repre­
senting demand, volume-delay relationships, turn penalties, and mode choice behavior. 
INRO Consultants, the developers of EMME/2 stress that the package has been designed 
with a glass,box rather than a black-box philosophy [15.34]. 

EMME/2 provides a framework for implementing a wide variety of travel demand 
forecasting: from simple road or transit assignments or the classical four-step model to the 
implementation of multimodal equilibration procedures that integrate demandfunctions 
into the assignment procedures (i.e., multi modal traffic assignment under constant or vari­
ab}e demand conditions). Both aggregate and disaggregate input models can be used, in 
either a sequential or simultaneous manner. Other detailed inputs include the explicit mod­
eling of dedicated Janes (i.e., HOY Janes and transit-ways), the incorporation of walk con­
nections between transit lines, and the modeling of people's different perceptions of the 
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.. Various travel time c'omponents, Valid~tion and checking procedures. are supplied for the 
Continuous identification· and ·control <?f counterintuitive inputs (i.e~, unconnected links, 
dead-end links with entering traffic,. etc.). The program makes automatic corrections if 
i-eque·sted, givell a ·set of user·specified criteria. 

The main output of EMME/2 is the overall network equilibrium assignment and the 
presentation of comprehensive.results (rriost in a graphic, interactive way). This output can 
be used in traffic simulation models for the establishment of signal settings and evaluation 
of network performance. Updated network characteristics can be fed back to EMME/2 for 
the derivation of optimum network assignment. Other optional outputs are economic eval­
uation and traffic impact analysis. Detailed outputs include performance estimates of HOV 
lanes apd truck traffic, location analysis- of existing and future transit and roadway facili­
ties, and computation of least-cost paths according to a user-defined cost function. 

ORS II. The Quick Response System was developed in the 1970s as a set of manual 
travel demand analysis techniques intended to provide a means for the quick analysis of 
policy issues, particularly at a small area level. Detailed descriptions of these techniques for 
trip generation, trip distribution, modal choice, auto occupancy, time-of-day travel demand 
distribution, traffic assignment, and capacity analysis are documented in Ref. [15.35]. A stand­
alone gravity model for trip distribution and a simultaneous trip distribution/modal choice 
model similar to the share model (i.e., Eq. 8.7.2) were included. In 1981 the FB.WA released 
a microcomputer version of the system as Quick Respol\lse System I (QRS I). This imple" 
mentation was capable of handling larger problems than those that couldbe analyzed via the 
earlier manual methods, but it proved to be awkward to use. A more·flexible system, known 
as QRS II, was subsequently developed and upgraded at the Center for Urban Transporta-" 
tion Studies of the University of Wisconsin at Milwaukee [15.36]. · 

QRS II features a powerful interactive graphics general network editor (GNE), which 
can be used to draw and quickly modify highway and transit networks on the computer 
screen and to display and plot networks and the.results of travel demand analyses. All data 
needed by the system are entered via the GNE. The system is capable of perfonning both 
the routine calculations required by the manual techniques described previously and more 
complex and detailed analyses using the forecasting model combinations as described in 
this textbook. Algoritlim.s for trip generation, trip distribution, modal choice, highway and 
transit path finding, traffic.assignment, and transit assignment .are part of QRS II. Default 
equations and parameters are provided for the three trip purposes. These may be overridden 
or adapted to local conditions by experienced users. 

The trip generationstep estimates the trip productions and trip attractions ofeach 
zone as person-trips per day. The embedded default trip production model first calculates 
the total zonal productions based on average household trip rates. Either household incomt; 
or household automobile ownership may be selected as the independent variable. The total 
zonal productions are then split into three purposes (home-based work,. home-based non­
work, and non-home-based) according to embedded parameters. Trip attractions are esti­
mated via a multiple linear regression equation. 

The trip distribution model is accomplished by a gravity-type of model with options 
as to the choice oftravel time factor. One option is the power function expressed by Eg. 8.3.9; 
the other is an exponential form; that is: 

F= e-aw (15.5.1) 
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·The basic modal choice model employed by QRS II splits interzonal demands (by 
purpose) betWeenhighways and transit based on the difference in the disutilities of the two 
modes, and on the degree of "capti.vity" associated with the trip-producing zone. The form 
.of the mathematical model is .si~ilar to the binomiallogit equation. Additional modes can 
be included. by multiple application of the modeL 

Directionar, time-of-day distributions, and vehicle occupancy factors are applied 
prior to assignment a~ described in Chapter 8. QRS II is capable of performing ali-or­
nothing, 'iterative capacity restrained, and through a feature that averages the results of suc­
cessive iterations,'·a true equilibri6m traffic.· assignment. Transit assignment is based on a 
variation of the probabilistic multipath algorithm developed by Dial [15.37]. QRS II 
requires the specification of a separate network for Cach of the modes involved in a multi­
modal system. Consequently special attention is called for to ensure consistency between 
modal networks that share network elements. 

TRANPLAN, MINUTP and TP+. The TRANPLAN software is a toolbox of 
more than 40 "functions" that are grouped in the following categories: trip generation. 
distribution/modal choice models, networks, paths, loading, matrix utilities, reporting, and 
plotting. A graphics package, the Network Information System (NIS), is available for the 
development, display, and maintenance of highway and transit m;tworks and related data. 
The NIS is available in a standard edition and an extended edition. The latter is a rudimen­
tary GIS that provides the capability for defining, displaying, and updating up to 15 types 
of polygon boundaries that may be used to represent traffic analysis Zones, census tracks, 
and so on. TRANPLAN, however, is a batch rather than an interactive system. This means 
that a control file containing the instructions associated with a particular run of'the model 
must.be prepared off-line. The control file specifies the combination of functions to be run 
and, for each function, the needed inputs, options, and desired outputs. The user may 
develop certain parts of an application (e.g., u-ip generation) by other programs and inter­
face the results with TRANPLAN functions. This is necessary when the user wishes to 
apply a model that is not directly supported by TRANPLAN. 

The TRANPLAN trip generation model for the estimation of trip productions and trip 
attractions is of the multiple-regression form. For trip distribution TRANPLAN supports the 
gravity model and the Fratar model. The modal choice model is of the diversion-curve type that 
''splits" interzonal triPs between twO' modes ·(i.C., automobile versus public transit) based on 
either the difference of the ratio of the corresponding interzonal impedances. The network func­
tions allow for the defmition and updating of highway and transit networks. Sul:Yd,fea networks 
can be extracted. The highway minimum paths are produced based on a vine algorithm that 
aCCounts for tum prohibitions and tum penalties; the transit path algorithm Was originally devel­
oped by AlanM. Voorhees forthe U.S. Department of Housing and Urban Development [15.38]. 
Supported traffic assignment (or highway loading) models include the free/all-or-nothing 
method, the capacity restrained .algorithrll, incremental loading, and a user equilibrium algo­
rithm initially developed in connection wili1 the UTPS. The transit assignment model loads inter­
zonal passenger trips on the minimum paths generated by the transit path functions. Transit trips 
may be split among competing transit lines in one of three ways: in proportion to the frequen­
cies of the competing lines, equally among them, or only on selected lines. · 

MINUTP [15.39] is also a library of programs that provides similar capabilities. Its 
graphical user interface (NETVUE) can display a transportation network for editing, visual 
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inspection, and display of the results. At the heart ofMINUTP is a module called MATRIX, 
which allows the manipulation oftrip tables\ and skim tables. Each cell of an array can be 
modified by replacement, addition, and weighting factors. Arrays can also be combinedin 
accorda~ce. With.full mathematical expres;;ions to implement almost any model structure. 
MATRIX can also be used to estimate trip-length distributions and curves. A variety of 
modules ,allow for path building to estimate interzonal impedances by mode and various 
types of trip assignment are supported. · 

Both TRANPLAN and MINUTP were written as 16-bit DOS applications. During 
the mid-1990s the developers of these two packages joined forces to create a Windows­
based 32-bit application known as TP+, which combined the best features from each 
package along with additional enhancements. To allow users of the previous software, TP+ 
is capable of reading and writing files in the TRANPLAN and MINUTP formats. An 
improved graphical user interface named Viper is included in the TP+ package. 

TransCAD. This package is basically a GIS-T application with augmented abili­
ties for transportation planning because it encompasses zon·e building and the four-step 
planning process that can be enriched with user-input choice and assignment models. The 
package includes a variety of routing and scheduling routines permitting transit routing, 
hazardous material transportation (e.g., routes with exposure to the least population), and 
so on [15.40]. TransCAD is a convenient GIS-T for higher-level (aggregate) planning 
analyses. ' 

TRANSIMS. The primary goal ot the Travel Model Improvement Program 
(TMIP) sponsored by the FHWA is the development of a system of travel forecasting 

·models, TRANSIMS. This Los Alamos National Laboratory-led effort is a considerable 
departure from the traditional, four-step travel forecasting model. It may be seen as a super­
integrated transportation analysis model that begins with a household and commercial 
activity disaggregation module, which feeds into the interrnodal trip planner module. Once 
trips have been defined, the traffic microsi\:nulation module performs traffic analyses in an 
integrated fashion with the previous. moduJes and feeds into the environment~! simulation 
module that is designed to accommodate'the requirements for the CAAA. A limited test 
application of TRANSIMS was completed in 1998 using data from the Dallas-Fort Worth 
metropolitan area in Texas. A large application and yalictation effort in Portland, OR, com­
menced early in 1999. The market introduction of TRANSIMS is expected sometime after 
2002. The TMIP and TRANSIMS web sites provide much additional information. 
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A 
1982 Guidelines for the 

', 

Preparation of 
Enviro,nmental Documents* 

INTRODUCTION 

Federal Highway Administration 
U.S. Oepartmentof Transportation 

The purpose of this material is to provide guidance to FHW A field offices and project appli­
cants on National Environmental Policy Act (NEPA) actions and to provide the public with 
a further explanation of FHW A internal operating procedures in the development of the 
reports and documentation required by NEPA. This material also provides the guidance 
required by 23 U.S.C. 109(h) to assure the full consideration of possible adverse economic, 
social, and environmental effects of proposed FHWA projects. While the material was devel­
oped primarily \O provide guidance in the development of environmental impact statements 
(E!Ss), it is also applicable, to the extent appropriate, for environmental assessments and 

I 
other environmental studi~s deemed necessary prior to the advancement of a project with a 
categorical exclusion d~te~ination or a finding of no significant iinpact. This material is not 
regulatory, but has been developed to provide uniform and consistent guidance for the devel­
opment of environmental documents. Each project will need to be carefully evaluated and 
the appropriate environmental document developed based on each individual situation. 

The FHWA fully subscribes to the Council on Environmental Quality (CEQ) philos­
ophy that the goal of the NEPA process is better decisions and not more documentation. As 
noted in the cEQ regulations, E!Ss should normally be less than 150 pages for most proj-
ects and not more than 300 pages for the most complex projects. · 

*FHW~ Technical Advisory T 6640.8, February 24, 1982. 
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The FHWA considers the early co6rdination process to be a valuable tool to assist in 
identifying and focusing on the significant environmental issues. On April30, 1981, the CEQ 
issued a memorandum entitled "Scoping Ouidance," which discusses various techniques that 
will ensure participation in the scoping process. The CEQ also issued, on March 6, 1981, a 
memorandum entitled "Questions and Answers about the NEPA Regulations." Both of the 
documents are nonregulatory; however, they do provide CEQ views on various issues and 
are available from the FHWA Office of Environmental Policy (HEV-10). 

Section Subject Page number herein 

Environmental Assessment (EA) 654 
2 Finding of No Significant Impact 655 
3 EIS-Fonnat and Content 656 
4 Distribution ofEISs and Section 4(f) Evaluations 672 
5 Record of Decision-Fonnat and Content 673 
6 Section 4(t) Evaluations-Format and Content 6i3 
7 Predecision Referrals to CEQ 675 
8 Othet Agency Statements i 676 
9 Proposals for Legislation or Regulations 677 

A.1 ENVIRONMENTAL ASSESSMENT (EA) 

Title 23, Code of Federal Regulations, Part 771, EnvironmentalJmpact and Related Proce­
dures~ des'cribes those circumstances where the preparation of an EA is appropriate. The 
CEQ regulations require that an EA is to include the information listed in 40 CFR Part 1508.9. 
The following format, which'assures this coverage, is suggested: 

a. Cover sheet. There is no required format for the EA. However, it is recommended the 
ElS cover sheet format, as shown on page 540, be followed where appropriate. Since 
the EA is not formally circulated, there is no need~ to include the "comments due" 
paragraph on page 541. 

b. Description of the proposed action. Describe the locations, length, terntini, proposed 
improvements, etc. 

c •. Need, Identify and describe the problem which the proposed action is designed to cor­
. rect. Any of the items discussed under the "Need" section in Section 3 (EIS-Format 
and Content) may be appropriate. · 

d. Alternatives considered.· Discuss all reasonable alteffiatiVes to the' proposed action 
whichwere considered. The EA may either discuss (1) the preferred alternative and 
the alternatives considered or (2} if the applicant has not identified a preferred alter-
native,-the alternatives-under consider~tion. . · 

e. Impacts. Discuss the social, economic and environmental impacts of the alternatives 
considered and describe' why these iiTJpacts are considered not significant. 

- I . ·- . 

f. Comments and coordination. Describe coordination efforts and comments received 
' from government agencies and the public. If the EA includes a Section 4(f) evalua­

tion, the EA and the Section 4(f) evaluation may be circulated to the appropriate agen-
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cies 'tor Section 4(1) coordination, or the Section 4(1) evaluation may be supplemented 
by any additional information necessary to properly explain the project and circulated 
as a s~parate d?cum.ent , 

g . . Appendices I if any). Include bnly analytical information that substantiates an analysis 
which is important to the document. Other information should be incorporated by ref­
erence only. 

A.2 FINDING OF NO SIGNIFICANT IMPACT (FONSI) 

' 771.121 of 23 CFR 771, entitled Environmental impact and Related Procedures, 
describes the approval process for a PONS!. Section 1508.13 of the CEQ regulations 
describes the content of a PONS!. The EA should be modified to. reflect all applicable 
significant environmental comments received as a result of the: public hearings or Other 
significant environmental cOmmentsTeceived as a reSult of the public and clearinghouse 
notification process. The EA, revised as appropriate, including appropriate responses to · 
any comments received, is then submitted to the FHWA Division Administrator along 
with the applicant's recommendation. The basis for the applicant's recommendation 
should he documented in the EA. After review of the EA and any other appropriate infor­

\mation, the FHWA Division A,dministra~or may determine that the proposed action has 
no significant impacts. This is documented by attaching to the EA a separate statement 
(example fol!ows) which clearly sets forth the FHWA analysis of the EA along with any 
other supporting documentation that has resulted in a PONS!. As appropriate, the FHWA 
Division Administrator may choose to expand on the discussion in the sample FONSI to 
identify the basis for the decision. The EAJFONS! should document compliance with the 
requirements of all applicable environmental laws, Executive Orders, and other related 
requirements. If full compliance is not possible by the time the FONSI is prepared, it 
should reflect consultation with the appropriate agencies and provide reasonable assur· 
ance that the requirements will be met. 

FEDERAL HIGHWAY ADMINISTRATION 
FINDING OF NO SIGNIFICANT IMPACT 

FOR 
:(Titleof Proposed Action) 

The FHWA has determined. that this project will not have any significant impact on 
the human environment. This finding of no significant impact is based on the attached 
environmental assessment (re~erence other environmental documents as appropriate), 
which has been independently evaluated by the FHWA and determined to adequately 
and accurately discuss the environmental issues and impacts of the proposed project. 

-It provides sufficient evidence and analysis for determining that an environmental 
impact statement is not required. The FHWA takes full responsibility for the accu­

.-racy, scope, and conte'nt-of the attached environmental assessment. 

·Date Responsible Official Title 
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A.3 EIS-FORMAT AND CONTENT 

Each EIS should have a cover sheet containing: 

(EIS number) 

(Route, Termini, City or County, and State) 
Draft (Final) 

Environmental Impact Statement 
Submitted Pursuant to 42 U.S.C. 4332(2)(c) (and 

where applicable, 49 U.S.C. 1653(f) by the 
U.S. DePartment of Transportation 
Federal Highway Administration 

and 
State highway agency (HA) 

and 
(As applicable, local highway agency (HA)) 

Cooperating Agencies 
List Here 

Date of Approval ForFHWA Title 

The following persons may be contacted for additional information concerning 
this document: 

(Name, address, 
and telephone 
number of FHWA 
division office 
contact) 

(Name, address, and telephone 
number of HA contact) 

A one-paragraph abstract of the statement. 
Comments on this draft EIS are due by (date) and should be sent to (name and 
address). 

The top left-hand corner of the cover sheet of all draft and final E!Ss contains a 
number parallel to that in the following example: 

FHWA-AZ-EIS-81-01-D( F)(S) 

FHWA-naine of Federal agency 
AZ-name of State (cannot exceed four characters) 
EIS--environmental impact statement 
81-year draft ~tatement was prepared 
Ot-sequential number of draft statement for each calendar year 
D-designates the statement as the draft statement 
F--designa.tes the statement as the final siatemeqt 
$-designates supplemental statement 
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The E!Ss should be printed on 8~ X ]']-inch paper with all graphics folded for insertion to 
that- size. The Wider. sheets should OpE.n to the right with the title or identification on the 
right. The use of a standard size Will facilitate administrative recordkeeping. 

Summary 

The summary should include: 

a. A brief description of the proposed FHWA action indicating route, termini, type n1 

improvement, number of lanes, length, cOu\nty, city, state, etc., as appropriate. 

- b. A description of any significant actions proposed by other government agencies in the 
same geographic area as th(~ proposed FHWA actiori. 

c. A summary of major-alternatives considered. (The final EIS shouid identify the pre-
ferred alternative). 

d. A summary of significant environment~tl impacts, both beneficial and adverse. 

e. Any areas of controversy (including issues raised by both agencies and the pub he). 

f. Any significant unresolved i-ssues. 

g. A list of other fed~ral actions required because of this proposed action (i.e., permit 
approvals. etc.). 

Table of Contents 

a. Cover sheet 

b. Summary 

c. Table of contents 

d. Purpose of and need for action 

e. Alternatives includirig proposed action 

f. Affected environment 

g. Environmental consequences 

b. List of preparers 

i. List of agencies, organizations, and persons to whom copies of the statement are sent 

j. Comments a'rid coordination 

k. Index 

I. Appendices (if any) 

Purpose of and Need for Action 

Identify and describe the transportation problem(s) which the proposed action is. designed 
to~.address. This section should clearly demonstrate that a "need" exists and must define the 
"need" in terms understandable to the general public. This discussion will form the basis 
for the "no action': discussion in the "Alternatives" section. The following is a list of items 
which may assist in the explanation of the need for the proposed action. It is by no means 
all .. irj.clusive or applicable in every situation and is intended only as a guide. 

a. System linkage. Is the proposed project a "connecting link"? How doe's it fit in the 
system? Is it an "essential gap" in the Interstate System? 
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b. Capacity. Is the capacity of the present· facility inadequate for the present traffic? Pro­
jected traffic? What capacity i~ needed? What is the level of service? 

c. Transportation demand. Includes relationship to any statewide plan or adopted urban 
transportation plan. 

d. Federal, state, or local governmental authority (legislation) directing the action. 

e. Social demands or economic develOpment. New employment, schools, land use 
plans, recreation, etc. What projected economic development/land use changes indi­
cate the need to improve or add to the hi&hway capacity? 

f. Modal interrelationships. How will the proposed facility interfere with and serve to 
complement airports, rail and port f3.cilities, mass transit serviees1 etc. 

g. Is the proposed project necessary to correct an existing or potential safety hazard? Is 
the existing accident rate excessively high? \J\:'hy? How will the proposed facility . 
improve it? -,_ 

Alternatives Including Proposed Action 

The "Alternatives" section of the draft EIS should begin with a concise discussion .of how~. 
"reasonable alternatives" were selected for detailed study. It should also describe those "other 
alternatives" that were eliminated early in project development and the basis for. their elimi:.. 
nation. The alternatives to be considered in this section v.iHl JJ,Qrmally _in~de the following: 

a. The "l10~action" alternative, \vhich would include those usual. short-terin ~inor recofi­
struction types of activities (safety improvements, etc.) that are a part of an ongoing 
plan for continuing -operation of the existing roadway system in the project :irea. 

b. A Transportation System Management (TSM) alternative wbich·weuld include those 
types of activities designed to maximize the utilization and energy effi<;iency of.the 
present system. Possible subject areas to include in this alternative are options such 
as fringe parking, ridesharing, high-occupancy vehicle (HOVflanes on exisiing road­
ways, and traffic .signal timing ·optimization. This limited ·construction· alternative 
should be given appropriate consideration when major urbanized area _cOn.structi-o-n 
activities are proposed. On major new u·rba~ized ·area highway ,projects, the Option of 
including and/or designating HOY lanes should be a consideration. COnsideration of 
this alternative may be accomplished by reference to the regional transportatiori plan·, 

· when that plan considers this option. In the case of regional transportation plans 
which do not reflect consideration of this option, it may be necessary to evaluate the 
feasibility of this alternative. The effects that reducing the scale of a .link in the 
regional transportation plan will have on the remainder of the system will need to be. 
discussed during the evaluation of this alternative: While this discussion relate~.Pri-· 
marily to major projects in urbanized areas, the concept of achieving-inaximum uti­
lization of existing facilities is equally important in rural areas. Before major projects 
on new location are proposed, it is important tO demonstrate that reconst:n.lction and 
rehabilitation of the existing system will not adequately correct the identified defic 
ciencie•. Appendix A of 23 CFR 450 provides additional discu.ssion .on the goals and 

. scope of the TSM concept. 

c. All other proposed "construction" alternatives discussions should include, where rel­
eVant, those reasonable and feasible alternatives (i.e., .transit options) which may not 
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be within the existing funding authority of FHWA. Some urban projects may be mul­
timodal, thus r~quiring clo'se coordination with the Urban Mass Transportation 
Administration (UMTA). I~ these situations, UMTA should be consulted early in the 
project development process. Depending on the extent ofUMTA involvement and the 
possible use of UMTA funds for portions of the proposal, the need to request UMTA 
to be either a "le<\d agency" or a "cooperating agency" should be considered at the 
earliest stages of project development. Where applicable, cost-effectiveness studies 
that have been performed should be su:nmarized in the EIS. 

The discussion of alternatives in this, section can be best accomplished by a brief written 
description of each alternative, supplemented with maps and other appropriate visual aids such 
as photographs, drawings, or sketches which would assist the reader in better understanding 
the various alternatives, impacts, and- mitigation measures. In some situations, design level 
details may be appropriate to evaluate impacts. However, final design details are not normally 
available at this stage in project development. The material should provide a clear under­
standing of each alternative's termini, location, costs, and major design features (number of 
lanes, right-Of-way requirements, median width, etc.) which will contribute to a reader's better 
understanding of each alternative's effects on its surroundings or the community. 

Generally, each alterna1ive should be developed to a comparable level of detail in the 
draft EIS. Normally, the draft'EIS should state that all alternatives are under consideration 
and that a decision will be made only after the public hearing transcript and comments on 
the draft EIS have been evaluated. However, in those situations where the HA has identi­
fied a "preferred" alternative based on its early coordination and envircinmentai studies, the 

. HA may so indicate in the draft EIS. However, the EIS should include a comment to the 
effect that the final selection will not be made until the results of the EIS circulation and the 
public involvement process have been fully evaluated. The final EIS must identify the pre­
ferred alternative and discuss·the basis for the selection. 

Affected Environment 

This section should provide a concise description of the existing sociat economic, and envi­
ronmental setting for the area affected by all of the alternative proposals. The description 
should be a single general description for the area rather than a separate one for each alter­
native: AIL environmentally sensitive locations or features should be identified. However, it 
may be desirable to exclude from environmental documents certain specific locatlon data 
on archeological sites to prevent vandalism. 

To reduce paperwork and eliminate1the presentation of extraneous background mate­
rial, the discussion should focus on significant issues and values. Prudent use of photographs, 
illustrations, and other graphics within the text can be effective in giving the reviewer an 
understanding of the area The statement should describe other related Federal activities in 
the area, their in'ierrelationships, and any significant cumulative environmental impacts. 

Data and. analyses in the statement should be in proportion to the significance of the 
impacts which will be discussed later in the document. Less important material should be 
summarized or referenced. This section should also describe the scope and status ·of the 
planning process for the area. The inclusion of a map of any adopted land use and trans­
portation plan for the area would be helpful in relating the proposed project to the areawide 
planning process. 
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Environmental Consequences 

' This section will discuss the probable social, e.conomic, and environmental effects of the 
alternatives and lhe.measures td mitigate adyerse impacts . 

. There are several ways of preparing this section. Normally, it is preferable to discuss 
the impacts and mitigation measures Separately for each of the -alternatives. However, in 

· some cases (such as where there are few alternatives), it may be advantageous to present 
this section with the impacts as the headings. Where possible, a subsection should be 
included which would discuss the general impacts and mitigation measures that are the 
same regardless of the aJtemative selected. This would reduce or eliminate repetition under 
each of the alternative discussions. 

When the final EIS is prepared, the impacts and mitigation m~asures associated with 
the selected alternative may need to be discussed in more detail than in the draft EIS. In dis­
cussing the impacts, both benefi.cial and adverse, the following should be included in both 
the draft and final EIS: 

a, A summary of studies undertaken and major assumptions made, with enough data or 
cross referencing to determine the validity of the methodology. 

b. Sufficient information to establish the reasonableness of the conc1usions concerning 
impacts. 

c. A discussion of mitigation measures. Prior to completion ofthe final EIS, these mea­
sures normally should be investigated in appropriate detail so that a commitment can 
be included in the final EIS. 

Charts, tables, maps, and other graphics illustrating comparisons between the alternatives (i.e., 
costs, residential displacements, noise impacts, etc.) are useful as a presentation technique. 

In addition to normal FHWA program monitoring of design and construction activi­
ties, special instances may arise when a formal program for monitoring impacts or mitiga­
tion measures will be appropriate. In· these instances, the final ElS should describe the 
monitoring program. 

Listed below are examples of the potentially significant impacts of highway projects. 
These factors should be discussed to the extent applicable for each alternative. This list is 
by no means alJ-inclusive and on specific projects there may be other significant impacts 
that require study. 

Social and Economic Impacts 

The statement should discuss: 
. . I 

a. Changes in the neighborhoods or community cohesion for various groups as a result 
of the proposed action. These changes may be beneficial or adverse, and may include 
Splitting neighborhoods,- isolating a portion of an ethnic group, new development, 
changed property values, or separation of residences from community facilities, etc. , 

b. Changes in travel patterns and accessibility (e.g., vehicular, commuter, bicycle, or 
pedestrian), If any cross streets are terminated, the EIS should reflect the vieWS·Of the 

.. invo]ved city or county on such street closings. ' 

c. Impacts on school districts, recreatiOn areas, chufches, businesses, police and fire 
protection, etc. 
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d. The impacts of alternatives on highway and traffic safety as well as an· overall' public 
safety. 

e. Regional economic impacts, such as the effects of the project on develbpment, tax 
reyenues ·and public exPenditures, .efnplo)'ment opportunities, accessibility and retail 
sales. Any significant impacts· on the economic viability of affected municipalities 
should also be discussed together with a summary of any efforts taken and agree­
ments reached for using the transportation investment to support both public. and pri­
vate development plans. To the extent possible, this discussion. should rely upon 
reviews by affected state, county, and city officials and upon studies performed under 
23 U.S.C. 134. 

f. For projects that might lead to or supli'ort large commercial development, the EIS 
should provide information on any significant effects the pending action would have 
on established business districts, and any opportunities for mitigation by the public 
and/or private sectors. 

g. The general social groups specially benefitted or harmed by the proposed action 
should be identified. Particular effects of a proposal on the elderly, handicapped, non­
drivers, transit-dependent, or minorities should be described to the extent these can 
be reasonably predicted. For example, where minoriti impacts may be a significant 

. concern, E!Ss should contain, when applicable, the following information,' broken 
down by race, color, and national origin: the population in the study area, the number 
of displaced residents, the type and number of displaced businesses, and the type and 
number of displaced employees. Secondary sources of information such as census 
data reports can be utilized for obtaining this type of background• information. 
Changes in minority employment opportunities, the relationship of the proposed 
action to other Federal actions which may serve or affect the minority population, and 
proposed mitigation measures to reduce or avoid impacts on minority populations 
should also be discussed. 

Relocation Impacts 

The relocation information necessary for the draft EIS may be included in the draft state­
ment, either in the form of a complete .conceptual stage relocation plan, or summarized in 
sufficient detail to adequately explain the relocation situation along with a resolution of 
anticipated or known problems. When the relocation infOrmation is summarized, the con­
ceptual stage relocafion plan should he referenced in the draft E!S. 

A discussion of the information listed below is to be included in the draft EIS to the 
extent appropriate for the project. 

a •. An estimate of households to be displaced, including the family characteristics (e.g., 
minorities, handicapped, income levels, the elderly, large fanailies, length of occu­
pancy, and owner/tenant status). Where the project is not complex from a relocation 
viewpoint and the impact on the community is slight, this information may be 
o!;ltained by visual inspection and from available secondary sources. On complex 
relocation projects where the relocation will have a .major impact. on the community, 
a survey of affected. occupants may be needed. This survey may be accomplished by 
a sampling process. 
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b •.. A discussion of available housing in the ru:ea and the ability to provide suitable relo­
·cation .housing for each type of family to be displaced within the financial capabili-
ties of the relocatees. ' 

" A description of any special advjsory services that will be necessary for unique relo­
cation problems. 

d. A discussion -of the actions proposed to remedy insufficient relocation housing, 
inc:luding .a· commitment to housing -Of last resort, if necessary. 

e. An estimate of the number, type, and size of businesses to be displaced. The approx­
imate number of.employees for each business should be included along with the gen­
.eral impact on the business dislocation(s) on the economy of the community. 

f. A discussion of the results of early consultation with the local govemment(s) and any 
early consultation with businesses potentially subject to displacement; including any 
discussions of potential sources offunding, financing, planning for incentive packaging 
(e.g., tax abatement, flexible zoning, and building requirements), and advisory assis­
tance which has been or will be furnished along with other appropriate information . 

.. g. Impact .on the neighborhood and housing' community Services where rylocation is 
likely to take place. If there will .be extensive residential and/or busige'ss displace­

. ment, the affected community may want to inv.estigate other sources of funding from 
local and state entities as well as HUD, the Economic Development Administration, 
and other federal agencies, to ~ssist in revitalization of the community, . 

h. The results of discussions with local officials, social agencies, and such groups as the 
elderly, handicapped, nondriver, transit-dependent, and minorities regarding the relo­
cation impacts. 

i. A statement that the housing resources are available to all relocatees without dis­
crimination. 

The effects on each group should be described to the extent reasonably predictable. The 
analysis should discuss how the relocation caused by the proposed project will facilitate or 
inhibit access to jobs, educational facilities, religious institutions, health and welfare ser­

. vices, recreational facilities, social and cultural facilities,. pedestrian facilities, shopping 
facilities~ and public transit services. 

Air Quality Impacts 

The ElS should contain a brief discussion of air quality effects or a summary of the carbon 
monoxide (CO) analysis if such an analysis is performed. The following provides additional 
guidance: 

a. A microscale CO analysis to determine air quality impacts is probably unnecessary 
where such impacts are judged to be minimal or insignificant. The judgment on the 
degree of CO'impacts lJlay be based on: (I) previous analyses for similar projects, 
(2) previous general analyses for various classes of projects, or (3) simplified graph­
ical or "table look-up" analyses. 

b. If the impacts of CO are judged to be minimal or insignificant, a brief statement to 
this effect is sufficient. The basis for the statement should be given in the EIS. · 
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c;, If the project co contribution plus the background level are known to be well below 
the 1- and 8-hour National Ambient Air Quality Standard or other applicable stan­
dard,.then·the .air quality CO impact is judged to be insignificant. 

d;· For those projects where a. CO microscale analysis is performed, then the total CO 
concentration (project contribution, plus estimated background) at identified reason­
able receptor sites for altaltematives should be.reported and compared with appli­
cableState. and national standards. 

e. If a CO analysis is performed, •ibrief summary of the methodologies and assump­
tions used should be given in the EIS. 

f. In addition to the CO impact assessment, one of the two following.statements should 
be included in the EIS: 

(1) This project is in an area where the State implementation· plan does not con­
tain. any transportation control measures. Therefore, the conformity proce-
dures of 23 CFR 770 do not apply to this project. · 

(2) This project is in an air quality nonattainment(or attainment) area which has 
transportation co.ntrol measures in the State implementation plan (SIP) which 
was (conditionally) approved by the Environmental Protection Agency on 
(date). The FHWA has determined that both the transportation plan and the 
transportation improvement program conform to the SIP. The Federal 
Highway Administration has determined that this project is included in the 
transportation improvement program for the (indicate 3C planning area). 
Therefore, pursuant to 23 CFR 770, this project conforms to the SIP. 

Noise impacts 

The EIS should contain a summary of the noise analysis including the following: 

a. A brief de..c.;cription of noise sensitive areas, including information on the numbers and 
types of activities which inay be affected. If the project bas significant noise impacts, 
noise contours of the proposed action and alternatives may be appropriate to assist in 
understanding those impacts. 

b. The extent of the impact (in decibels). This should include a comparison of the pre­
dicted noise levels with both the FHWA· design noise levels and the existing noise 
levels. 

c. Noise.:.abatement measures which have been considered and those measures that 
would likdy be incorporated into the proposed project. 

d. Noise problems for which no pruden( solution is reasonably available and the reasons 
·why. 

Energy 

Draft and final EISs shOuld discuss in general terms the energy requirements and .conser­
vatio_n potential of various alternatives under consideration. This general discussion might 
recognize that the energy requirements of various construction alternatives are similar· and 
are generally greater than the energy requirements of the no-build alternative. Additionally. 
the discussion could point out that the post-construction, operational energy requirements 
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of the facility should be less with the build alternative as opposed to the no-build alteme­
tive. :in such a .situation, one might then· conClude that the -savings in operational energy 
requirements Would more than offset constr;uction .energy requirements arid thus, in the long 
teiTI)., re~ult ill a ·net saving in .energy usage·. For most projects, a detailed energy analysis 
including computations of Btu fequirements, etc., is not needed, but the discussion should 
be reasonable and supportable. 

For major projects with potentially significant energy impacts (an example would be 
the Westway project in New York City), both the draft and final EIS should discl!SS any sig­
nificant direct and/or indirect ·energy impacts·ofthe proposed action. Direct energy impacts 
.ref:er to the energy consumed by vehicles/ using the facility. Indirect impacts include con­
, struction energy and such items as the ftffects of any changes in autOmobile usage. The 
action's relationship and consistency with any State and/or regional energy plan should also 
be indicated. 

The final EIS should identify any energy cm1se"ation meqsures that will be imple­
mented as a part of the recommended alternative. Measures .to con~erve energy inciude the 
use of high-occupancy vehicle incentives,_,measures to itnprove traffic flow, and also pedes­
trian and bicycle facilities .. 

Wild .and 'Scenic ·Rivers 

If the proposed action could have an adverse effect on a river on the National Wild and 
Scenic Rivers System or a river listed in the Naticmwide Inventory of rivers y.rith potential 
for inclusion in the National Wild and Scenic Rivers System, there should be early coordi­
nation with the National Park Service (NPS) or the Department of Agriculture(USDA). The 
EIS should identify any potential significant adverse .effects ·on the natural, oultYral, and 
recreational values of the inventory river. Adverse effects include alteratiOn of the free­
flowing nature of the river, alteration of the setting, or deterioration of water quality. If it is 
determined that the proposed action could foreclose options to designate the river under the 
act, the EIS should reflect consultation with the NPS or USDA on avoiding or ntitigating 
the impacts. The final EIS should indicate measures which will be included in ·the action to 

'avoid or ntitigate impacts. The October 3, 1980, memorandum from the Office of Environ­
mental Policy provides additional information on this subject area. 

Floodplain Impacts 

The draft EIS should contain a summary of the "Location Hydraulic Studies" required by 
FHPM6-7 -3:2, Location and Hydraulic Design of Encroachments on Floodplains. Exhibits 
defining the floodplains or regulatory flood way, as appropriate, should be provided when­
ever·possible. When there is no practicable alternative to an action which includes a signif­
icant encroachment, the final EIS should contain the finding required by FHPM 6-7-3-2, 
paragraph 8,, in a separate subsection titled "Only Practicable Alternative Finding." When 
there is a regulatory flood way affected by theproposed action, the final EIS should contain 
a discussion of the consistency of the project with the.regulatory flood way. 

'Coastal Zone Impacts 

··Wher'e the proposed action is within, or may affect1and or water .uses within, the area cov­
ered by a State Coastal Zone Management Program (CZMP) approved by the Department 
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of Commerce, the environmental document should briefly describe the CZMP plan, iden­
tify tbe potential impacts, and include e~idence.of coordination with the State Coastal Zone 
Management agency ofappropriaty local agency. For FHWA assisted activities, the EIS 
should include the State Coastal Zone Management agency's determination as to whether 
the projeci is consistent with the State CZMP plan. For direct Federal actions, the EIS 
should include the lead agency's consistency determination. If it is determined that the pro­
posed action is inconsistent with the state's approved CZMP, FHWA will not approve the 
action except upon a finding by the Secretary of Commerce that the proposed action is con­
sistent with the purposes or objectives.Ofthe Coastal Zone Management Act or is necessary 
in the interest of national" security. The final environmental document for the proposed 
action will document all findings. 

Wetlands Impacts 

a. All draft E!Ss for projects involving new construction in wetlands should include suf­
ficient information to: (l) identify the type of wetlands involved, (2) describe the 
impacts to the wetlands, (3) evaluate alternatives which would avoid these wetlands, 
and (4) identify practicable measures to minimize harm to the wetlands. Exhibits 
showing the. wetlan.ds in relation to the alternatives, including the altern~tives to avoid 
construction in the wetlands, should be provided. 

b. Executive Order 11990, Protection of Wetlands, requires federal agencies " ... to 
avoid to the extent possible the long and short term adverse impacts associated with 
the destruction or modification of wetlands and to avoid direct or indirect support of 
new construction in wetlands wherever there is a practicable alternative . . : ." In eval­
uating the impact of the proposed project on wetlands, the following two questions 
should be addressed: (1) what is the importance of the impacted wetlands? and 

· (2) what is the significance of this impact on the wetlands? Merely listing the number 
of acres taken by the various alternatives of a highway proposal does not provide suf­
ficient information upon which to determine the degree of impact on the wetland's 
ecosystem. The wetlands analysis should be sufficiently detailed to allow a mean­
ingful discussion of these two questions. 

c. In evaluating the importance of the impacted wetlands, the analysis should consider 
suc\J. factors as: (1) the primary functions of the wetlands (e.g., flood control, wildlife 
habitat, erosion control, etc.), (2) the relative importance ofthese functions to the total 
wetlands resource of the area, and (3) other factors such as uniqueness that may con­
' tribute to the wetlands importance. 

d. In determining the significance of the highway impact, the analysis should focus on how 
the project affects the stability and quality of the wetlands. This analysis should consider 
the short- and long-term effects on the wetlands and the significance of any loss such as: 
(1) flood control capacity, (2) .erosion control potential, (3) water pollution abatement 
capacity, and (4) wildlife habitat value. Knowing the importance of the wetlands involved 
and the significance of the impact, the SHA and FHWA will be in a better position to 
determine what mitigation efforts are necessary to minimize harm to these wetlands. 

e. For purposes of analyzing alternatives and the wetlands finding, "located in wet­
lands" means that the proposed right-of-way or easement limits of the )1ighway are 
located wholly or partially in wetlands or .that the highway is located in the vicinity 
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of the wetiands and there is eivide:nce .that the new construction will _directly cause 
long-tenn damage or destruQtion of the wetlands, 

t Mitig~tion. measures Which sh.ould -.be considered include enhariCement of existing 
, wetlands, creation of new wetlands, and erosion control. It should be noted that any 

mitigation measure should be related to the actual adverse impact caused by the 
project and that acquisition of privately owned wetlands for purposes Of protection 
should only be considered as a last resort 

g. When there is no practicable alternative to an action whiCh involves new construction 
located in wetlands, the final E!S should contain the finding' required by Executive_ 
Order 11990 and by DOT Order 5660.1A, entitled Preservation of the Nation's Wet, 
lands, August 24, 1978, in a separate section or exhibit titled "Wetlands Finding." 
Approval of the final ElS containing this finding will document compliance with the 
requirements of Executive Order 11990. The finding should contain in summary form 
and with reference to the detailed discussions contained elsewhere in the final E!S: 

(1) a reference to executive Order 11990; 
(2) a discussion of the basis for the determination that there are no practicable 

alternatives to the proposed action; 
(3) a discussion of the basis for the determination that the proposed action 

includes an practicable measures to minimize harm to wEtlands;· and 
(4) a concluding statement as follows: "Based upon the above considerations, it 

is determined that there is no practic~ble alternative. to the proposed new _con­
struction in wetlands and that the proposed. action includes all practicable 
measureS to minimize harm to wetlands which may result from such use." 

· h. A formal wetlands finding is required for all projects processed with E!S 's or 
FONSJ's that involve new construction in wetlands. In the case of a project processed 
as a categorical' exclusion, the division office's administrative record should docu­
ment evaluations, of alternatives and measures to rninim;.Ze harm Jor these actions. 

Land-Use Impacts 

'This discussion should begin with a description of current development trends ,and the state 
and/or local government plans and policies with regard to land use and growth in the area. These 
plans and policies will be reflected in the area's comprehensive development plan, including 
land use, transportation, public facilities, housing, coflllTlunity seryices, and other areas. 

The land-use impact analysis should assess the consistency of the alternatives with 
·the comprehensive development plans adopted for the area. The secondary social, eco­
nomic, and environmental impacts of significant induced development shoUld be presented, 

The EIS should note any proposed alternatives which will stimulate low-density, 
energy-intensive development in outlying ·areas and will have a significant adverse effect 
on existing communities. Throughout this discussion, the distinction between planned and 
unplanned growth should be clearly identified. 

Joint Development 

When applicable, the EIS should discuss how the implementation of joint development proj­
ects will preserve or enhanCe the community's social, economic, environmental, and visual 
values. 'This discussion should be included as part of the land-use impact presentation. 
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Historic and Archeological Preservation 

The<kaft E!S should contain a discussion demonstrating that a survey meeting the require­
ments of36 CFR Part 800.4 hils been performed for each alternative under consideration. 
-The discussion should begin by describing the resources and summarizing the impacts that 
each altei114tive wiU have on ·theSe resources that might meet the criteria for inclusion on 
the National Register of Historic Places. There should be a record of coordination with the 
State Historic Preservation officer concerning the significance of the identified resources, 
the likelihood of eligibility for the National Register, and an evaluation of the effect of the 
project on the resources. 

The draft EIS can serve as a preliminary case report for Section 106 requirements if 
the document indicates this and it contains the necessary information (36 CFR 800.13). The 
transmittal memorandum to the Advisory Council on Historic Preservation should specifi­
cally request -consultation. 

The ftnai EIS should demonstrate that all the requirements of 36 CFR Part 800 have 
been met. If the selected alternative has an effect on a resource that is on or eligible for inclu­
sion on the National Register, the final EIS should contain (a) a determination of no adverse 
.effect -concurred in by the Executive Director of the Advisory Council on Historic Preserva­
tion or (b) an executed memorandum of agreement or (c) in the case of a unique situation 
where FHWA is unable to conclude the memorandum of agreement (MOA), a copy of com­
ments transmitted from the Advisory Council to the Secretary of Transportation. When-nec­
_essary, the discussion should indicate that a'cheological recovery will be performed_ The 
proposed use ofland from a site on or eligible for inclusion on the National Register will nor­
mally require a determination pursuant to Section 4(f) of the DOT Act. The treatment of 
archeological sites is discussed in 23 CFR 771.l35(f). Additional de• ails regarding the type 
of information needed at the draft EIS and final ElS stages are contained in the May 14, 1980, 
memorandum from the Office of Environmental Policy to all regional offices. 

Water Quality Impacts 

This discussion should inClude summaries of analyses and consultations .with the state 
and/or local agency responsible for water quality. Coordination with the Environmental 
Protection Agency (EPA) under the Federal Clean Water Act may provide assistance in this 
area. The EIS should discuss any locations where roadway runoff may have a significant 
effect on downstream water uses, including existing wells. A 1981 FHWA research report 
entitled "Constituents of Highway Runoff" contains procedures for estimating pollutant · 
loading from highway runoff. 

Section 1424(e) of the Safe Drinking Water Act requires that proposed actions which 
may impact those areas that have been designated as principal or sole-source aquifers be coor­
dinated with EPA The EPA will furnish information on whether any of the alternatives affect 
the aquifer. If none of the alternatives affect the aquifer, the requirements of the Safe Drinking 
Water Act are satisfied. If an alternative is selected which affects the aquifer, a design must be 
developed to assure, to the satisfaction of EPA, that it will not contaminate the aquifer. 

If a rest area is involved, a Section 402 permit is required for point source discharge. 
Any 'potential Section 402 permits should be identified in the EIS. Also, for both the Sec­
tion 402 and Section 404 permits, a water quality certification froil;t the State agency 
responsible for water quality i' necessary. 
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The MOA with the Corps of Engineers allows for application for permit as soon as 
the preferred alternative is identified (i.e., final EIS stage), Use of the procedures in the 
MOA iS.encOuiaged to rhinifl!ize possible delays in tb~ processing of Section 404 permits 
later in project development. The final EIS should indicate the general location of the fill or 
dredged- activity, approxim-ate quantities Of fill or dredged rriaterial, general construction 
grades,. and proposed mitigation measures, and should include evidence of coordination 
with the corps. 

Threatened or Endangered Species 

The HA shall request from the Departments of the Interior (DOl) and/or Commerce (DOC) 
infonnation on whether any species listed or proposed as endangered or threatened may be 
present in the area of thejproposed construction project, If those departments advise that there 
are no such species in the area, the requirements- <Jf the Etldangered Species Act have been 
met If those departments advise that such a species niay be present, the FHWNHA shall 
Undertake a biological assessment to identify any threatened or encta·ngered specieS which are 
likely to be affected by the proposed action. This biological assessment should include: 

a. An on-site inspection of the area affected by (he proposed project. 

b. Interviews. with recognized experts on the spec;ie:s -at issue. 

c. A literature review to determine the species distribution, habitat needs, and-other bio­
·Jogical requirements. 

d. An analysis of possible impacts to the species . 

. e. An analysis of measures to minimize impacts. This biological assessment ·should be 
forwarded to DOIJDOC for a biol<;>gical opinion. The Fish and Wildlife Service 
(F& WS) is responsible for the prot~~tion of terrestrial and fresh-water species. and the 
National Marine Fisheries Service (NMFS) is responsible for the protection of 
marine species. 

Upon completing their review of the biological assess.;,ent, the F& WS/NMFS may request 
additional information atid/or a meeting to discuss the project or issue a biological opinion 
stating that the project: (a) is not likely to jeopardize, or (b) will promote the conservation 
ofor(c) is likely to jeopardize the threatened or endangered species. In selecting a preferred 
aliernative, jeopardy to an endangered or threatened species must be avoided. If either a 
finding of (a) or (b) is given, the requirements of the Endangered Species act are met. If a 
detrimental finding is presented, the proposed action may be modified so that·~he species is 
no longer jeopardized. In unique circumStances, an exemption may be requested. If an 

. exemption is denied, the action must be halted or modified. The final EIS should document 
the results of the ,coordination of the biological assessment with the appropriate agencies. 

Prime and Unique Agricultural Lands 

Information on prime and unique agricultural lands should be solicited through early con­
suitation with the Department pf Agriculture (USDA), and the EIS should identify the direct 
and indirect impacts of the proposed action on t\lese lands; including: 

a. An estimate of the number of acres that might be directly affected by right-of-way 
acquisition. 

., 
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b; Areas where agricultural operation might be disrupted. 

c •. Potential indirect effects such as those related to project-induced changes in land use. . . 

The E!S should contain a map ~bowing the location of prime and unique agricultural lands 
in relation to the project alternatives, s.umm3rize the result.s of consultations with the 
USDA, and include copies of correspondence with USDA regarding the project. Specific 
actions to avoid or, if that is not possible, to reduce direct and indirect effects On these lands 
should be identified. 

Construction lm~acts 

The EJS should discuss significant impacts (particularly air, noise, water, detours, safety, 
visual, etc.) associated with construction of each of the alternatives. Also, where applicable, 
the impacts of disposal and borrow areas should be discussed along with any proposed 
measures to minimize these impacts. . . 

Considerations Relating to Pedestrians and Bicyclists 

Section 682 of the National Energy Policy Act of 1978 recognizes that bicycles are an effi­
cient means of transportation, represent a viable commuting alternative to many people, and 
deserve consideration in a comprehensive national energy plan. The FHWA recognizes· that 
bicyclists are legitimate highway users and that FHWA has a responsibility to provide for 
their transportation needs. Section 109(n) of 23 U.S.C. provides that "the Secretary shall 
not approve any project under.this title that will result in the severance or destruction of an 
existing major route for nonmotorized transportation traffic and light motorcycles, unless 
such project provides a reasonable alternate route or such a route exists." The FHWA policy 
regarding Bicycle Program Activities is further defined in an August 20, I 981, memo­
randum from Administrator Barnhart to all regional adntinistrators. Where appropriate, the 
EIS should consider pedestrian and bicycle use as an integral feature of the project and 
include a. discussion of the relationship of the proposed project to local plans for bicycles 
and pedestrian facilities and evidence thatthe 'project is consistent with 23 U.S.C. 109(n). 

Stream Modification and Wildlife Impacts 

Title 16 U.S.C. 662(a) requires consultation with the Fish and Wildlife Service and the 
appropriate State agencyregarding any federal action which involves impoundment (s,lr. 
face area of 10 ,acres or more), diversion, channel deepening, or-other modification .of a 
stream or body of water. Exhibits should be used to identify stream modifications. The use 
of the stream or body of water for recreation or other purposes should be identified. It 
should also discuss any significant impacts on fish and wildlife resources, including direct 
impact to fish and wildlife, loss or modification of habitat, and degradation of water quality. 

Visual Impacts 

This discussion should include an assessment of the visual impacts of the proposed action, 
incll!ding the "view from the road" and the "view of the road." Where relevant, the EIS 
should document the consideration given to design quality; art, and architecture .in the project 
planning. These values may be particularly important for facilities located in sensitive urban 
settings. Where relevant, the draft EJS should be circulated to officially designated state and 
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local arts councils and, as apJimpriate, other organizations with an interest in des~gn, art, .and 
architecture. · · 

list .of Preplirers 

This section will inclnde lists of: 

a. State (and local agency) personnel, including consultants, who were primarily 
responsible for preparing the E!S or perfonning environmental studies, and their 
qualifications, including educational background or experience 

b. The FHWA personnel primarily responsible for preparation or review of the EIS, and 
their qualifications 

c. The areas of EIS responsibility for each preparer 

list of Agencies, Organizations, and Persons to Whom 
Copies of the Statement are Sent 

List all entities from which comments are being requested (draft EIS) and identify those 
that submitted comments (final EIS). 

Comments and Coordination 

a. The draftEIS should summarize the early coordination process, including scoping, 
meetings with community groups and individuals, and the key issues and pertinent 
information received from the public and government agencies through these 
efforts. 

b. The final E!S should include a copy of all substantive comments received (or sum­
maries thereof, where the response has been exceptionally voluminous), along with 
a response to each substantive comment. When the .EIS is revised as a result of the 
comments received. a copy of the comments should contain marginal references indi­
cating where revisions were made, or the .disc.ussion of the comments should ~ontain 
such references; The FHWA comment(s) on the draft EIS should not be included in 
the final E!S. However, the document should include adequate information for the 

· FHWA reviewer to ascertain the disposition of the comment(s). Formal comments by 
the Departtnent of Transportation should be included in the final EIS along with an 
appropriate response to each comment. 

c. The final EIS should document compliance with requirements of all applicable envi., 
rortmentallaws, Executive Orders, and other related requirements. To the extent pos­
sible, all environmental issues should be resolved prior to the submission of the final 
EIS. Where this is not possible, the final EIS should clearly identify any remaining 
unresolved issues, the change taken to resolve. the issues, and the positions of the 
respective parties. 

d. The final EIS should contain a summary and disposition of substantive comments on 
social, economic, and environmental issues made at any public hearing or other 
public invol vernenl activity or which were otherwise considered. 
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The index shoUld in.ciude maj9r su'bj ects -and .weas ,of -significant impacts -so 1tl:tat a -Fe<Viewer 
:need_.not re~d the eniire EIS to .obtain information -OA a specif:i:c ·subject .or impact. 

23 •CFR 771 requ•ires compliance to .the .extent •possible w.ith ,other .applicab'le .envi­
rotunental-hiw-s., Ex;ecuti<ve Orders, .and ·other related Tequi:I:emen:t,s. 'This inCi1udes the .certi­
ficaticms and reports required by 23 U.S.C. 128 relating to l'l'bhc heari-ngs, ·Oons·icilemtions 
of social, economic, and environmental {SEE) .effects and ooasistency of the pmject with 
.urban planning goals promulgated by the community. The cert.ifioaticms n=ally are made 
at the time the final EIS or FQNSl is submitted to the FHWA l)ivision A""linistrator. The 
report of SEE effects required by 23 U.S.C. 128 will normally be satisfied by the :tina•! EfS, 
FONSI, or identification of the project as a categorical e~dusion. 

Appendices 

Material prepared as appendices to the EIS should: 

a. consist of material prepared in connection with the E!S (is distinct from material 
which is not so prepared and which is incorporated by reference) 

b. consist of material which substantiates an analysis which is fundamental to the EIS 

c. be analytic and relevant to the decision to be made and 

d. be circulated with the EIS or be readily available on request. Other reports and studies 
referred to in the E!S should be readily available for review or for copying at a con­
venient location. 

Alternate Process for Final E!Ss 

Paragraph 1503.4 of the CEQ regulation(40 CFR !500, et seq.) provides the opportunity 
fOr expediting final EIS preparation in those instances when, after receipt of comments 
resulting from circulation of the draft EIS, it is apparent that the changes in the proposal or 
in the EIS in response to the comments received are minor and that: 

a. all reasonable alternatives were studied and discussed in the draft EIS, and 

b. the analyses in the draft E!S adequately identified and quantified the environmental 
impacts ?f aU reasonable alternatives. · 

When these two points can be established, the final EIS can consist of the draft EIS and an 
attachment containing the following: 

a. Errata sheets making corrections to the draft E!S, if applicable. 

b. A section identifying the preferred alternative and a discussion of the reasons it was 
selected. The following should also be included in this section, if applicable: 

(1) Final Section 4(1} evaluations containing the information described in Section 6 
of these guidelines 

(2) Wetlands finding(s) 
(3) Floodplain finding(s) 
(4) A list of commitments for mitigation measures for the preferred alternative 

c. Copies (or summaries) of comments received from circulation of the draft EIS and 
public hearing and responses thereto. 
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A4 DISTRIBUTION OF E!Ss AND SECTION 4(f) EVALUATIONS 

Environmental Impact Statements 

a. Copies of all draft EISs should be circulated for comments to all public officials, pri­
vate interest groups, and members of the pUblic having or eXpressing an interest in 
the proposed action or the draft EIS, and to all government agencies expected to have 
jurisdiction, responsibility, interest, or expertise in the 'proposed action. Internal 
FHWA distribution of draft and final EISs is subject to change and is noted in mem­
orandums to-the Regional Administrators as requirements change. The FHWA trans­
mittal letter to th6 ·Washington Headquarters shoUld include a recommendation 
regarding the need for the prior concurrence of the Washington Headquarters in 
accordance with 23 CFR 77l(e). 

b. Copies of all approved final EISs should be distributed to all cooperating agencies, to 
all federal, state, and local agencies and private organizations, and members of the 
public who commented substantively on the draft EIS. A copy of all approved dele­
gated EISs should be forwarded to the FHWA Washington Headquarters (HEV-10) 
for recordkeeping purposes. 

Copies of all draft and final EISs in the categories listed in 23 CFR 77l(e) 
should be provided to the Regional Representative of the Secretary ofTransportatiorr­
at the same time as they are forwarded to the FHWA Washington Headquarters. 

c. Copies of all E!Ss should normally be distributed as follows, unless the agency has 
indicated to the FHWA offices the need for a different number of copies: 

(1) The EPA Headquarters: five copies of the draft EIS and five copies of the final 
EIS (this is the "filing requirement" in Section 1506.9 of the CEQ regulation; 
the correct address is listed therein). 

(2) The appropriate EPA regional office responsible for EPA's review pursuant to 
Section 309 of the Clean Air Act: five copies of the draft EIS and five copies 
of the final EIS, 

(3) The DOl Headquarters: 
(a) All States in FHWA Regions 1, 3, 4, and 5, plus Hawaii, Guaru, Amer­

ican Saruoa, Arkansas, Iowa, Louisiana, Missouri, and Puerto Rico: 12 
· copies of the draft EIS and 7 copies of the final EIS. 

(b) Kansas, Nebraska, North Dakota, Oklahoma, South Dakota, and Texas: 
13 copies of tbe draft EIS and 8 copies of the final EIS. 

(c) New Mexico and all states in FHWA Regions 8, 9, and 10, except Hawaii, 
North Dakota, and South Dakota: 14 copies of the draft EIS and 9copies 
of the final EIS. ' 

Section 4(f) Evaluation 

If the Section 4(f) evaluation is included in an EIS, DOl Headquarters should receive 
the same number of copies li.sted above for EISs for consultation in accordance with 

· the requirements. of 23 U.S.C. !38. If the Section 4(f) evaluation is processed as a sep­
arate document or as part of an EA, the DOl should receive seven copies of the draft 
Section 4(f) evaluation for coordination and seven copies of the final Section 4(f) state-
ment for information. ' 
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In addition, draft Section 4(f) evaluations, whether in a draft EIS, an EA, or a sepa­
rate document, are required to be coordinated where approptiate with HUD and USDA. 

A.5 RECORD OF DECISION-FORMAT AND CONTENT 

The record of decision (ROD) must set forth the reasons for the project decision, based on 
the material contained in the environmental documents .. \Vhile cross referencing and incor­
poration by reference of other documents is appropriate, the ROD should explain fhe b"'is 
for the project decision as completely as possible. 

a. Decision. Identify the selected alternative. Reference to the final EIS may be used to 
reduce detail and repetition. 

b. Alternatives considered. This information can be most clearly organized by briefly 
describing each alternative (with reference to the final EIS, as above), fhen explaining 
and discussing the balancing of values underlying the decision. This discussion must 

·identify the alternative or alternatives which were considered .preferable from a 
strictly envirOnmental point of view. If the selected alternative is other than the envi­
ronmentally preferable alternative, the ROD should clearly state the reasons for that 
decision. In addition, if use of Section 4(f) land is involved, the required Section 4(f) 
approval should be summarized. 

For each individual decision (final Eli';), the values (economic, environmental, 
safety, traffic service; commu~.ity planning, etc.) which are significant faCtOrs· in-tlre 
decision-making process rriay be different and may be given different levels of rela­
tive importance. Accordingly, it is essep.tial that this. discussiOn clearly identifies each 
significant value and the reasons some values were considered more important than 
others. While any decision represents a balancing of the values, the, ROD should 
reflect the manner in which these values were considered in arriving at the deciSion. 

It is also essential fhat'legis\ation requirements in 23 U.S.C. be given appro-
. priate weight in this decision-making process. The mission of FHWA is to implyment 

fhe federal-aid highway program to provide safe and efficient transportation. V\hile 
this mission must be accomplished within the context Of all other federal reqUire­
ments, the beneficial impacts of transportation improvements must be given proper 
cons.id~ration and documentation in this ROD. 

c. MeasUres to minimize harm. Describe all measures to minimize environmental harm 
which have been adopted for fhe proposed action. State whefher all practicable measures 
to minimize environmental harm have been incorporated into t?e decision and, if not, why. 

d. Monitoring or enforcement program Describe any monitoring or enforcement program 
which has been adopted for specific ru!tigation measures, as outlined i!) the final EIS. 

A.6. SECTION 4(f) EVALUATIONs-FORMAT AND CONTENT 

Draft Evaluation-Format 

a. Describe pr~posed action (if separate document) 

b. Describe Section 4(f) resource 
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·C. Impacts on resour.ce{by alternative) 

d. Avoidance .alternatives and thei-r impacts 

,e. :Measures 10 ll11..iBimi.ze ~harm 

-:r .. :Coordinati·Gn -'~::v[ttJ :a,P.pt:.opriate :agencies 

:g. Concluding statement{fmal doOlJment only;) 

ln :the ,case of aoomp1ex Section 4(f) ~invo1vemeDt, :it ,i·s desirable to :im.c:l:ude ·the analysis +n 
.a s~pZIJf.ate ·-section :o:f the :draft EIS, EA~ ,or for proj.ects ;processed ,af> ,cate;gorical.exd.btS>i.0ns, 
in a -separate -document. A 'Section 4{f) ,eval-uation sfuo.uld be ;pre:Pared if0r ,each-il.@cation 
within the phoject wrilere :the iuse of :Section 4( f) land i£ being .cons.irlered. 

Draft Evaluation-Content 

1!1he te>llow•ing int<>rmation ·should be included :in tile S.eoti0n 4(f) '"·aluation, as .appr~ate: 

a. A brief descri,pti<m .of the project and ~he Reed for the project {'w:hen rthe Secti•mn 4(f;) 
~evaluation 1s .circulated -separately) .. 

b. A detailed m~p or dnrwing of suffic·i·e<Jt sca:l.e to identify ,essootial elements ,of the 
highway/Section 4(fj l""d in~ol"ement, 

e. Size (acres <Or square f-eet} .and !location ( m.aps m other 'eKhlblts '51l!I:Ch :as jphoto_ya,pihs. 
'ketches, etc .. ) of invo]v,ement. 

d. Type of property (tur.eation, histDric, etc,). 

e. Available activities at the p<operty (fishing, swimming, golfing, etc.). 

f. Description and location of all existing and planned facilities (ball diamonds, tennis 
courts, etc,), 

g. Usage {approximate number of users/visitors, etc.). 

h. Relationship to other similarly used lands in the vicinity. 

i. Access {pedestrian and vehicular). 

j. Ownership (city, county, state, etc.). 

k. Applicable clauses affecting the title, such as covenants, restrictions, or cOnditions, 
including forfeiture. 

1. Unusual characteristics of the Section 4(f) land (flooding problems, terrain condi­
tions, or other features that either reduce or enharice the value of portions of the area). 

m. The location (using maps or other exhibits such as photographs or sketches) and the 
amount of land (acres or square feet) to be used by the proposed project including 
permanent and temporary easements. , 

n. The probable increase or decrease in environmental impacts (noise, air pollution, 
visual, etc.) of the altemative locatiOns and designs considered on the Section 4(t)' 

land users. 

o. A description of all reasonable and practicable measures which are available to min~ 
imi'ze the impacts of the proposed action on the Section 4(f) property. Discussions of 
alternatives m the draft EIS or EA may be referenced rather than repeated. 

p. Sufficient information to evaluate all alternatives which would avoid the Section 4(f) 
property. Discussions of alternatives In the draft E!S or EA may be referenced rather 
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th3.nFepea:ted. Ho~ever:,.this,section shou,ld.includ"e·discussions of design. alternatives 
(to• av<>id Section 4(!} use) in the immediate . .,ea ofthe Section 4(f) property. 

q, The determination thattbere are no feasible and prudent alternatives is not normally 
.addressed at the draft E!S, EA, or preliminary• document stage until the results of the 
formal coordination have been completed. . 

r; The results of preliminary coordination with the public official having jurisdiction 
over the Section 4(f) property and with regional.( or local) offices. of DOl and, as 
appropriate, the regional (or local} office of USDA and HUD. 

SectiOft 4{') Discussion in Final Doc!Jment 

When the selected alternative involves the use of Section· 4(f) land, a Section 4(f) evalua­
tion may be included as a separate. section in the final -EIS or FONSJ· or for projects 
processed as categorical exclusions, in a separate final Section 4(f) evaluationc The final 
evaluation should contain: 

a. All information required above fDl' a draft evaluatiOn. 

b. A discussion of the basis for the determination that there are no feasible and prudent 
alternatives to the use of the Section 4(f) land. 'Fhe supporting informaiion must 
demonstrate. that there are unique problems. or unusual factors involved in, the use of 
-alternatives and that the cost, environmental impact, or community disruption 
resulting from such alternatives reaches extraordinary magni~udes~ 

c. A discussion of the basis for the determination that the proposed action includes- all 
possible planning to minimize harm. to the Section 4(f) property. 

d A summary of the appropriate formal coordination with tbe Headquarters Offices of 
DOl, and as appropriate, the Headquarters Offices of USDA and HUD. 

e. CopieS of all formal coordination commen~s received a:nd an analysis. and response to 
any questions raised. · 

f. Concluding statement as follows: "Based upon the above considerations, it is deter­
mined that there is no feasible and prudent alternative to the use of land from the (Sec­
tion 4(f) property) and that the proposed action includes all possible planning to 
minimize harm to the (Section 4(f) property) resulting from such use." 

· A Section 4(f) approval is the written administrative record which documents the approval 
required by 23 U.S.C. 138. The Section 4(f) approval will be incorporated into either the 
final EIS or the ROD. When the Section 4(f) approval is contained in the ROD, the infor­
mation noted in items (a) through (e) above may be incorporated by reference to the EIS. 
For a project processed as a categorical exclusion, any required Section 4(f) approval will 
normally be prepared as a separate document. 

IU I'REDECISION REFERRAlS TO CEQ 

a. Any FHW A office ;.;ceiving a notice of intent of referral from another agency should 
provide a copy of that intent of referral to lhe FHW A Washington Headquarters, Office 
of Environmental Policy (HEV-1 0), and the involved Regional Office, Division Office, 
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and HA. This notice of intent of referral would generally. be received as part of an · 
agency'scomments on. the draftEIS. The' exception would be when an agency indi­
cates that the draft EIS did not contain adequate information to permit an assessment 
of the proposal's environmental acceptability. Every reasonable effort should be made 

·to reach agreement with the agency prior to filing of the final EIS. If agreement cannot 
be reached, the final EIS should document the attempts to resolve the issues and sum­
marize the remaining differences. Prior cOncurrence of the Washington He-adquarters 

··- is necessary in the case ·of government opposition on environment~ grounds. 

b. The response to the notice of referral will be prepared by the Washington Headquar­
ters with input from the regional, division, and state offices. The FHWA Washington 
Headquarters will obtain the concurrence of the Department of Transportation prior 
to the response to CEQ. 

c. Upon reviewing the draft EIS from another federal agency, if the FHWA Regional or 
Division Office believes a referral will be necessary, it should so advise HEV-1. The 
Office of Environmental Policy (HEV-1) will review the proposed referral and, if 
appropriate, will advise the Departmental Office of Environment and Safety (P-20), 
which will coordinate DOT comments on the draft EIS, including the notice of 
intended referraL Every reasonable effort should be made to resolve the issues after 
providing notice of intent to refer and prior to the lead agency's filing of the final E!S 
with EPA. In the event that the issues have not been resolved, the appropriate field 
office should prepare a referral to CEQ to be submitted through HEV to P-20 for a 
determination as to whether a referral to CEQ is appropriate. . 

A.ll OTHER AGENCY STATEMENTS 

a. The FHWA review of statements prepared by other agencies will consider the.envi' 
ronmental impact of the proposal on areas within FHWA's furictiOnal area of re~pon­
sibility or special expertise. 

b. Agencies requesting comments on highway impacts usually forward the draft EIS to 
the FHWA Washington Headquarters for comment. The FHWA Washington Head­
quarters will normally distribute these EISs to the appropriate regional office and will 
indicate where the comments should be sent. The regional office may elect to forward 
the draft statement to' the division offic.e for response. 

c. When a field office has received a draft EIS directly from another agency, it may com­
ment directly to that agency if the proposal does not fall within the types indicated in 
item (d) of this section. Jf more than one DOT Administration is commenting at the 
regional level, the comments should be coordinated by the DOT Regional Represen­
tative to the Secretary or designee. Copies of the FHWA comment's should be dis'' 
tributed as follows: 

(1) Requesting agency-original and one copy 
(2) P-2{}--.{,ne copy 

· (3) DO'f Secretarial Representative--c<>ne copy 
(4) HEV-1{}--.{,ne copy 

d. The following types of action contained in the draft'EIS require FHWA Washington 
Headquarters review and such EISs should be forwarded to the Associate Adminis-
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tratqr for Right-ofcWay and Environment (HRE-01). along with regional comments. 
for processing: 

(l) Actions with national implications 
(2) Legislation or regulations having national impacts or national program 

proposals 

A.9 PROPOSALS FOR LEGISLATION OR REGULATIONS 

Proposals for regulations an0. legislalion will be evaluated by the initiating Washington 
Headquarters office for compliance with the appropriate NEPA requirements. The proposal 
may require the development of an EA and FONSI, or an EIS which will be the responsi­
bility of the initiating office in consultation with HEV-1 0. When a draft EIS for proposed 
legislation is appropriate, it will be subntitted to OST for transmittal to the Office of Man­
agement and Budget for circulation in the normal legislative clearance process. Any com­
ments received on the EIS will be transmitted to Congress. Except as provided in 40 CFR 
Part l506(b)(2) there need not be a final E!S. 
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88, 156 
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236, 250-251, 276; 320, 468 
Acceleration 

definition of, 15 
comfortable, 34 

Activity analysis. See Travel demand 
Actuated controllers. See Signal 

contr·oJJers 
Aggregate. See Mode} 
AIMS UN software, 642 
Air carriers, airlines, airplanes, 

243-247, 255-257 
air cargo, 244 
air forwarder, 247 
air traff;c control, ATC, 247, 253 
deregulation, 245 
fly-by-wire, 253 
Free Flight, 247, 254 
frequent flier programs, 245 
hub-and-spoke, 245-246 
supersonic, 253 
verti-flight (VTOL), 253 
yield management, 245 

Air quality, 499-506 
air quality standards, 500 
box model, 504--506 
CALIMFAC software, 502 
CALINE software, 502-503 
CARB software, 502 
carbon monoxide (CO), SOQ--501, 

503,662 
Clean Air Act (CAA}, 499 
EPA. 499, 501 . 
hydrocarbons: 501 
ITS, 284 

1e'Kl, 500 
MOBILE software, 501-502 
nitrogen oxides (NOx), 500 
nonattainment areas, 499 
OBD-!1, 501 
ozon~_. 499-500 
parti~Ulate matter, 500 

··sulfur dioxide, 500 
temperature inversion, 504 
WEIGHT software, 502 

Aircraft. See Air carriers 
All-red clearance. Ser Clearance 

interval 
AU-or-nOthing assignment. See 

Traffic assignment 
All-way stop controlled (AWSC), 77. 

See also Unsignalized 
Alternative fuels. See Energy 
Altematives,analysis. See Evaluation 
Amber, traffic signal. See Yellow 

phase 
Aml!rican Association of State and 

Highway Transportation 
Officials, AASHTO. See 
Geometric design 

Amtrak, 237, 322 
Animation, computer. See Computer 

simulation 
ARCADY software, 77 
Arc/Info GlS software, 630 
Arterials 

classification, 43-45 
congestion, LOS, 200--203 

Arterial progression. See Signal 
coordination 

Asphalt. See Pavement 
Attractions. See Travel demand 
Auto occupancy. See Occupancy 

Auto ownership, 268, 357-360, 
426--427 

Automatic vehicle identification. See 
ITS 

Bandwidth, See Signal coordination 
Banking of highway. See 

Superelevation 
Base conditions, J:ICM analysis 

freeways, !50 
Benefit--cost ratio, B/C. See 

Evaluation 
Bernoulli distribution, 579 
Bicyclists. See also Pedestrian, 136, 

138,669 
Binomial distribution, 579 
BrJ.king distance, 19-22,32, 101 

sight distance, 58--62, 94 
Bureau of Public Roads (BPR), 
· function of, 416-418 

Bus, 139-140,267,269 

Cable car, 267 
CALIMFAC software, 502 
CALINE software, 502-503 
Capacity, 111,219 

freeways, 152-155 
mass transit, 140 
maximum, Ill 
signalized intersection, 179--203 
roundabout, 216-218 
transit platfonn, 145-147 
unsignalized intersection, 

207-219,212-216 
Capital recovery factor, See 

Economic analysis 
CARB software, 502 
Car following, 100, 102, 114 



Car occupancy. See Occupancy 
Car pool, 268,. 280 
Carbon morioxide, CO. See Air 

quality 
CARSIM software, 641 
Category analysis. See Cross­

classification. 
Centerline, 46,51-54 
Central business district (CBD), 184, 

265-270, 384 
Centroids, 406 
Change interval, 36. See also Yellow 

phase; Clearance interval 
Channelization, 67,70-75, 94 
'Chicago Area Transportation Study 

(CATS), 337,417-418 
Chunnel, 253 
Citizen participation, 6 
Classification 

carriers, 233 
highways and streets, 201 
models, 8-11 
traffic models, 632--634 
transportation modes, 43-45 
vehicles, automated, 309---310 

Clearance interval, 38, 160, 183, 
191-192 

Colinearity effects. See Regression 
Collectors, streets and local roads, 

43-45 
Collision avoidance. See ITS 
Collision warning. See ITS 
Common carriers,. 233, 237',. 239 
Communications, 281-282 
Commuter rail, 267, 270 
Computer simulation, 148, 180, 211, 

430; 616-623. See also 
SlrilUlation software 

event scanning, 633 
independent replications, 645 
interval scanning, 633 
macroscopic, 633 
mesoscopic, 633 

•microscopic, 633 
model, 621--624 
Monte Carlo, 616-619 
random number; generation, 620 
software, 626--650 

Compound amount factor. See 
Economic analysis, 566 

Concentration. See also Density 
definition, 104, 109 
jam,ll1 

:ongestion 
airport, 245 
arterials, 200-203 
management system, CMS, 280 
pricing, 245, 279, 284, 307-310 _ 
quantification for freeways, 

155-156 
traffic assignment, 416-418 

tr~.ffic impact studies (TIS), 457 
urban· transportation, 266,, 

272~278 . 
Consumer price.index, CPL See 

EcOnomiC ?Jlalysis -. 
Cont1;1iner, containerization, 243 
Contra~ flow lane, 278 
CONTRAM software, 640 
Coordination. See Signal 

coordination 
CORFLO software, 644 
CORQ-soft.ware, 641 
CORSIM software, 643, 645 
Correlation. See Regression 
Couriers, freight, mail, 247-249 
Critical degree of saturation, 186 
Critical gap, 208 
Critical movement, 172 
Cross-classification model,' 

356~358 

Cross-section,desi'gn, 45-46 
Crown, normaL See Centerline 
Curlvilinear motion, 22:-26 
Curves on roadway 

circular, 46 
crest,. 55-58-,.64 
radius, 47-50 
sag, 5S-58 
transition,. 46,_ 64 
turning radius, 65-66, 
vertical, 54--55 
w,id!!ning:,. 65--66 

Cut and fill.. See Earthwork 
Cycle length 

traffic signal, 170--177, 186 

Data collection 
sigmliized intersections, 203-206 
parking, 487-489 
traffiC impact studies, 458-

Deceleration 
comfortable, 33 

Decibel. See Noise 
Decision. See Evaluation 
Degree of saturation, 186 

\ Delay 
field, 206 
roundabout, 217~218 
signalized intersection, 187, 189 
unsignalized intersection, 211, 

213,216 
Delphi method, 553 
Demand forecast, modeling. See 

Travel demand 
Demand-actuated. See Signal control 
Density, of traffic. See also 

Concentration 
definition of, 104, 153 
pedesnian, 134-135 

Department ofHousing and Urban 
Development (HUD), 328, 662 

Index 

Design radius, 50---51 
Design speed, 50---51, 53, 59, 66, 78 
Design vehicles, 2, 65-70 
Detectors, detection 

traffic, 295~298, 305, 309, 490 
classification, 158 ' 
incident, 301-303 
loop, inductive loop, 158,295 
passage detection, 158, 164 
presence detection, 158 
operation modes, 159, 166-167 
pneumatic tube, 203-204 
image or video processing, 204, 

308-310 
weight, 309 

Dilemma zone. See Human factors 
Direct-demand model, 433-435 
Disabled users. See Handicapped 
Disaggregate. See Model 
Discount rate. See Economic 

analysis 
Distribution, discrete, 583-588 

exponential distribution, 584 
nonnal distribution, 585-587 

Distribution, discrete, 575-582 
Bernoulli distribution, 579 
binomial distribution, 579 
geometric distribUtion, 579 

·negative binomial distribution, 580 
Poisson distribution, 580-581 
uniform distribution, 578-579 

Disutility. See Travel demand 
Diversion-curve model. See Travel 

demand 
Do-nothing alternative. See 

Evaluation 
DRAMIEMPAL software, 342 
Driver response, 29 
Dynamic segmentation, in GIS,_629 

Earthwork, 64 
Economic analysis, 532, 535, 538, 

558-568 
benefit-cost, 538, 540--542 
cash flOw, 563-568 
compounding, 562-563 
consumer price index (CPI), 558 
equivalent uniform annual cost, 

89,566 
impact enumeration, 542 
inflation rate, 90, 559 
interest rate, 90, 559-562 
internal rate of return, 538 
pavements, 89-90 
present worth, 89, 538, 540-542, 

561,566 -
value of money, 558 

Economies of scale (EOS), 233. 
235-240,244 

Effectiveness. See Evaluation 
Efficiency. See Evaluation 
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Elasticity, of demand, 436-4[41 
Eminent domain, 325-326 
·Emissioris, pollutia"n. See Energy, 

Impacts 
EMME12 softwan;, 642, ·647-648. 
Energy, con~umption, 515-523 
Environment 

air quality impact. 499-506 
air quality standards, 500 
Clean Air Act (CAA), 499 
CMAQ,334 
energy consumptiol), 515-523 
EPA, 331,499, 501 
ITS,284 
NEPA, 330, 653 
noise impacts, 506-51~ 
noise standards, 508 
nonattainment areas; 499 
OBD-Il, 501 

Environmental impact statement 
(EIS), 330, 457, 653-677 

agricultural lands impacts, 
668-669 

air quality impact, 499-506, 
662-663 

coastal zone impacts, 664-665 
construction impacts, 669 
endangered species impacts, 668 
energy impact, 51-5-523,663-664 
environmental assessment (EA), 

654-655 
environmental impact, 660 
·finding of no significant impact 

(FONS!), 655 
floodplain impacts, 664 
historic and archeological impacts, 

667 
land use impacts, 666 
·noise impact, 506-515,663 
_pedestrians and bicyclist<>, impacts 

to, 669 
relocation impact, 661-662 
socioeconomic impact, 660-661 
traffic impact study, 456-469, 658 
visual impacts, 669-670 
water quality impacts, 667 
wetlands impacts, 665-666 
wildlife impacts, 669 

Equilibrium. See Traffic assignment 
Equivalent uniform annual cost. See 

also Economic analysis, 89, 566 
Evaluation, 529-554 

criteria, 533-534, 536-537 
delphi method, 553 
effectiveness, 530, 543-545 
efficiency, 530 
externalities, 531 
feasibility, 530 · 
goals, 533-534, 536-537 
group consensus, 553 
impact enumeration, 54~ 

irnpaet matrix, 531-532 
objecti-ves,. 533-534,. 536--53:7 
rank-orderihg;-545-549 · 
~coring, 550..:..553 
traOO-offs,, 531 

Exponential distribution, 3, 584 
ExtemalitiCs. See Evaluation 
EVIPAS software, 635 
EZ-Signals, 22~. 646 

Feasibility. See Evaluation 
Federal Aviation Administration 

(FAA, acronym used throughout 
text), sample citations given, 
243, 247, 254 

Federal Highway Administration 
(FHWA, acronym used 
throughout text), sample 
citations given, 324,331-335 

Federal Transit Administration (FrA, 
acronym used throughout text), 
sample citations given, 
331-336. See also UMTA 

FHWA method. See Traffic 
assignment 

Field measurement. See Data 
collection 

Fill. See Earthwork 
Flags~of~convenience, 243 
Fleet size. 

mass transit, 141-143 
Flex-time. See TDM 
Floodplain impact, EIS, 664 
Flow 

definitions, 104, 109 
free, 109 
highway traffic, 114--117, 

147-157 
interrupted, 133, 144--147, 

157-!79 
maximum, 111 
pedestrian, 134-~ 135 
shock waves, 123-1 29 
unintem.1pted, 101, 133, 138-143,-

!47-157 
Flow ratio. See Signal timings 
Fly~by-wire. See Air carrieis 
Forecast. See Travel demand 
Fratar model. See Travel demind 
-FREESIM software, 641 
FREFLO software, 633, 642 
FREQ software, 642 
FRESIM software, 641,643 
Freeway Management, 301-306 
Friction, ·coefficient of. See 

Geometric design 
Fuel consumption. See Energy 

consumption 

Gap acceptance, 207 · 
Gap distribution, 207 

681 

Geographic information systems 
. (GIS), 91,405-406,627-632 

Geometric design, 43-82 
channelization, 67. 70'-78 
curve widening, 65 
design radius, 50-51 
design vehicles, 65-70 
horizontal alignment, 46--50 
sig)lt distance, 58--62 
superelevation, 51-54 
traffic calming design~ 7s:-82 
vertical: alignment, 54--5& 

Geometric distribution, 579 
Global positioning. See GPS 
Government participation, policies, 

5-7,319-324 
GPS,247,287,631-632 
Grade, 56-58 

braking distance, 19-11 
highway level-of-service, 154 
saturation flow, 183-184 

Gravity modeL See Travet demand 
Green allocation. See Signal timings 
Growth management, 277 

Handicapped users, ADA, 273, 330, 
490 

Hazardous materials, 285 
HCM/Cinema software, 220 
HCS software, 220 
Headway, 141, 144, 183,214 
Heavy vehicles, 55, 183, 210, 215, 

513 
High occupancy toll (HOT) lane, 

280,658 
High occupancy vehicle (HOV) lane, 

277,280 
High~speed rail. See Railroads 
Highway 

capacity. See Capacity 
classification, 43-44 
cross-section. See Geometric 

design 
history, 323-325 

Highway Capacity-Manual (HCM, 
acronym used throughout text), 
sample citation given, 133-220. 
See also Capacity 

HCM/Cinema software, 646 
HCS software, 646 
Highway design. See Geometric 

design 
IDWAY software, 504 
HLFM ll+ software, 342 
Horizontal alignment, 46-50 
Housing and Urban Development 

Department (HUD), 328, 662 
Human factors 

car~foUowing, 94 
definition of, 11, 29--42, 94 
dilemma zone, 32-39,94 
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lateral disp;acement, 41-42,94, 
154 

perception-reaction, 29, 33, 94, 
' 101 

Visual acuity, 39-41, 94 
response to noise, 510 

Hypothesis testing. See Model 
testing 

!pAS software, 312 
Ideal conditions, HCM analysis. See 

Base conditions 
Image processing. See Detectors 
Impact. See also Environmental 

' Impact 
air quality, 499-506 
energy, 515-523 
enumeration, 542 
evaluation, 529-554 
ft'es, 340-341,469 
matrix, 531-532 
noise , 506-515 
traffic, 456-479 

Impedance. See Travel demand 
Incident management 

freeway, roadway, 284, 301-305 
Inductive loop detector. See Detector 
Inflation, rate of. See Economic 

analysis 
INTEGRATION software, 306, 634, 

641,643 
Intelligent transportation sy~tem 

(ffS),281-312,333 
acronyms, 283 
architecture, 282, 288-292 
AVC, 309-310 
DSRC,287 
enforcement, 308, 310 
ERP, ETC, ETIM, 307-308,313 
IDAS, 312 
NfC!P, 290 
traffic reports, 284,' 286, 305 
user services~ 282 .... 290 

Intelligent vehicle~highwhy 's}'Stem, 
IVHS. See ITS 

Interchange, 67 
Intercity transportation, 249-254, 

260 
Interest rate. See Economic analysis 
Intermodal Surface Transportation 

Efficiency Act (ISTEA), 253 
Intennodal, Illtermodalism, 232-233, 

236,24!-242 
Intersection capacity. See Capacity 

analysis 
Interstate Commerce Commission 

' (ICC), 235, 321, 323 
INTRAS software, 306, 64! 
ISDN telecommunications, 281 

Jitney, 267 

Kinematics, 14 
Kiss-and-ride, 271 
KRONOS .software, 633, 642 

Land grant. See Railroads 
Land use 

definition, models, 337 
impacts, 666 
models, 339-343 
trip generation, 355 

Lane group. See Signalized 
intersection analysis 

Lane width 
freeway capacity, 154-155 
saturation flow, 183 

Lateral displacement. See Human 
factors -

Least-squares. See Regression 
Level-of-service (LOS) 

arterial, 200-203 
bicycle, bikeways, 136, 138 
definitions, 133,219 
freeway, highway, 148-149, 

152-155 
mass transit, 143 
pedestrian, walkway, 136-137 
roundabout, 216-218 
signalized intersection, 179-203 
unsignalized intersection, 211 

Life-cycle costs. See Pavement 
Life-cycle stage. See Travel demand 
Life-style. See Travel demand 
Light rail (LRT), 138, 269 
Link, 404-405 
Link array, 408 
Logit model, 385-400 

MNL, 385-388 
estimation, 398-399 
ITA property, 389-390 
incremental (pivot-point), 

388-389 
logsum variable, 391-396 
inaximum likelihood, 398-399 
nested, 390--398 

LOop detector. See Detector 
Lost time. See Start-up delay 
Lowry model 

land use, 341 

Magnetic levitation (MAGLEV), 
253-254 

Manual on Uniform Traffic Control 
Devices (MT.ITCD), 75, 156, 219 

Market segmentation, 353, 439, 604 
Mass· transit 

Wtic;utated bus, r39-140, 269 
automated guideway transit, 

139-140 
commuter rail, 270 
demand-responsive, 271, 277 
ferries, 272 

fleet size, 141-143 
FTA, 332-333 
history. 266-267 
ITS,284 

Index 

light rail (LRT), 138-140,269 
paratransit, 271 
PCC car, 138, 267 
personal rapid transit, 139, 270 
_rail rapid transit, 139-140,270 
share, 268 
transit system operation, 

144--147 
travel time comparison (intercity), 

250--251 
UMTA, 330 

Master plan, 327 
Measurement. See Data collection 
MEPLAN software, 342 
Metropolitan Planning Organization 

(MPO, acronym used 
throughout text)~ sample 
citation given, 350 

METROSIM software, 332-333, 
342-343 

MGE!Intergraph software, 630 
Microsimulation_ See Computer 

simulation 
Minimum path algorithms. See 

Traffic assignment 
Minimum tree. See Traffic 

assignment 
MINUTP software, 421,649-650 
MOBfLE software, 501-502 
Modal or mode choice, or mode 

split, 381-400,462-463, 
462-463, 479. See also Travel 
demand 

Mode of transportation, 4, 232-257, 
264,456 

Model 
definition of, 8 
deterministic, 384, 571 
estimation, 10,588--607 
GIS,627-632 
planning models, 646-650 
probabilistic, 384 
simulation, 621-624 
testing, 601-607 
traffic models for capacity 

analysis, 646 
traffic models for freeways, 

640-642 
traffic models for mixed networks, 

642-644 
traffic models for street networks, 

634-640 
traffic models, general, 632--634, 

644-646 
transferability, 429 
validation, 10 

Monte Carlo, simulation, 616-619 
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.Motor carriers (trucking), 235-237, 
~255-257 

MOving~observer method, 117-123 

National highWay system (NHS); 334 
Navigation. See Route Guidance and 

GPS 
,NAVSTAR (in GPS), 631 
NCAP softWare 
Negative binomial distribution, 580 
NEMA. See Signal control 
Nested logit See Logit 
NETFLO software, 635 
NETSIM software, 77, 634-636, 

643, 644-M5 
Network assignment. See. Traffic 

assignment 
Node,404 
Noise, 506-515,663 

A~weighted scale, 509, 513 
decibel, 507 
heavy vehicles, 513 
human response, 510 
impacts, 663 
sound, 506 
standards, 508 
Traffic Noise Model (TNM), 515 

Normal 1!rown, 46, 51 
Normal distribu:tion,.585-587 

OBD-11, on-board diagnostics, in 
automObiles, 501 

OcctJpancy 
of cars, vehicles, 401 
parldng,486 

'Qffset. See Signal coordination 
Occam's Razor, 10 
Offset. See Sign_al coordination 
Organization of Petroleum Exporting 

Countries (OPEC), 332,516 
OrlWn-destination, survey, table, 

trip, 336, 353, 464 
Overturning vehicle, 25-26 

PARAMICS software,-643 . 
Paratransit. 271 
Park-and-ride, 271 
Parking, 479--492 

accumulation, 486 
cash-out. 279 
dimensions, 489-c-491 

0 

demand forecast, 482-486 
fee'collection, 491 
guidance, ITS, 294 
handicapped, 490 
license plate survey, 487-489 
occ.upancy, 486 · ~ 
Parking Ge~ration manual of 

ITE, 482--483 
signalifsf. intersection, 184 
tumove~81 

Parking 'Generation manual of ITE, 
- 482-483 

··PASSER software, 635 
PasSeng~?T-car equivalent, 154 

·passing distance, 58-62 
Pavemeht, 82-93 

asphalt; 83-84, 86 
base, 82, 85-87 
d~sign methods, 88-89 
drainage layer, 87 
effect of trucks, 237 
equivalent single-axle load 

(ESAL), 88 
flexible, 84 
life-cycle costs, performance, 

89-90,93 
markings, 45, 65,70-71,73,75 
portland-cement, 83-84, 86 
PMS, 90-91 
PSI, 82,90 
reliability analysis, 88 
rigid, 84 
skid resistance, ""83, 87 
subbase, 82, 85-87 
subgrade, 82, 85-87 
SuperPave, 92 

PCC car, 138, 267 
Peak hour factor (PHF), 151; 153-;·-181 
Pedestrian, 173-175, 185, 191-192, 

669 
Perception, 250 
Perception-reaction. See Human 

factors 
Personal rapid transit (PRT), 139, 

270 
Phasing, signaL See Signal control 
Pipelines, 239-240, 255-257 
Planning, 318,325-345 

JSTEA, 333 
TEA~21, 334 
TDM,332 
3C process, 327-329 
TOPICS, 330, 332 
transportation improvement plan 

(TIP), 332 
TSM, 332 

Platoon dispersion 
defmition of, 123, 125-·126, 128 
dispersion, 639 
progression factor or ratio, 

187-189,201-202 
PoisSon distribution, 580-581 
Pollution, air. See Air quality 
Present Serviceability Index, PSI. 

See Pavement 
Present wort!)., 89, 538, 540--542, 

561,566 
Pretimed traffic signal See Signal 

timings 
Private Transportation, 5 
Probability theory, 572-588 
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Productions. See Travel behavior 
Progression. See Signal coordination 
Public transporta[ion, 5. See also 

Mass transit 
Purpose. See Trip purpose 

QRS.fl software, 648-649 
Quantification, 3 
Queuing theory, 6!1--616 _. 

queue, definition, 6!1 
first-in, first-out (FIFO), 612--615 
laSt-in, first-out (LIFO), 612 

Rail rapid transit (RRT), mass 
transit, 139, 267 

Railroads, 237-239, 255-257, 
321-323 

high speed, 252-253, 260 
Ramp metering, 304-306 
Random numbers, 620 
Rank-ordering. See Evaluation 
Rational nexus, 341 
Rectilinear motion, 14--18 
.Regional rail, 139. See also 

Commuter rail 
Regression models, 354-355,426, 

588-607. See also Model · 
univariate, linear, 589-594 
correlation, 594-595 
multivariate, linear, 596 
non-linear, 596-599 
variable selection, 599-601 
testing (statistical), 601-607 

Regulation. See Government 
Relative motion, 26-29, 39 
Rickshaw, 266 
Ride-matching, 284 
Ride-share. See Car pool 
Road pricing. See Congestion pricing 
Roundabouts 

characteristics, 75-77 
capacity analysis, 216-218 
traffic calming, 79, 81 

Route guidance, 284--287, 293 
RT~TRACS, 298 

Safety 
collision avoidance, 285, 311 

- collision warning, 285, 311 
regime, 103, 140-141, 146 
modes, 256 

Salvage value. See Economic 
analysis 

Saturation 
critical degree of, 186 
degree of, 180, 202 
field, 206 
flow, 182-185 
headway, 183,214 

SATURN software, 640 
SCATS, 299-300 
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SCOOT, 299-300, 303 
SCOT. software: 644 
Scoring techniques. See Evaluation 
Seed matriX, 379 
Shock waves, .123-,129, t49, 157, 

175 
Shoulder, highway, 46, 87 
SIDRA.software, 77, 220,646 
Side friction, 23-26 
Sight distance, in highway design, 

58--63, 94 
S.IGNAL94 software,

1 
646 

Signal controllers ' 
adaptive, 298-300 
arterial, 1"58 
·demand-actuated, 157, 163,205 
:gap~ou:r, 1 64, 166 
_gr-een, min. max, 163, 165 
isolated, .J 57 
-max-out, 164, 160 
NEMA, 158-160, 164, 166,298 
network, ~58 
pha<;e, phasing. 160-162_ 169, 17 J 

preemption. 300--30 l 
pretimed; I 57 
RT-TRACS, 298 
semi-actuated, 157 
systems, 298-301 
types, 157 
unit extension, 163-164, 187 
volume-density, 157, 165 

Signa! coordination 
actuated, 179 
arterial, 201 
band width, 176, 178 
offset, 176 
pretimed, 176-179 
progression factor, 187-188 

Signal systems, 298-301 
Signal timing, 167-175 

critical movements, 172, 194 
cycle length. !70--173, 299 
green splits, 173-175, 299 
pedestrian, l7 4 
phasing, 169, 171, 193,298,470 

Signali7.ation warrants, 218-219 
Signalized intersection capacity, 

180-188,190-196,465,467 
data collection. 203-207 
delay, 187-189 
Jane group, J 81 
-peak hour factor, 181 
planning. 188, 197-200 
progression factor, 18}-188 
saturation flow, 182-185 

SlmTraffic software, 634 
Simulation. See aiso Computer 

simulation 
software, 626--650 
GIS, 6Z7--632 

planning fnodels; 646-650 
traffic models for capacity 

analysis,. 646 
traffic models for freeWays, 

640-642 ' ( 
traffic models for mixed networks, 

642-644 
traffic models for street networks, 

634-640 
traffic models, general, 632-634, 

b44-<546 
Sinking fund factor. See Economic 

analysis 
Skim table, 364-
Skim trees, 371 
Smart card, 284, 293-295, 307 
Snellen chart, 39 
Sound. See Noise 
Speed 

average, 104-105, 156 
bumps, humps. See Traffic 

calming 
definition of, 15 
design. See Design speed 
free-flow, 109, 153, 201 
limit, 78, 94 
mass transit, 140 
pedestrian, 135 
space mean, 105-106, 121 
time mean, 105 

Staggered work hours. See TDM 
Standard query language, SQL, 

630 
Start up delay 

traffic signal, 168, 175, 183 
Steamship conference, 242 
Stochastic equilibrium. See Travel 

demand 
Stopping distance. See Braking 

distance 
Stratified diversion-curve model. See 

Travel demand 
Stream measurements. See Moying·. 

observer method 
Suburb, 265-266,268 
Superelevation, 23,50-55 
Survey 

travel, 336 
parking, 486--489 

SYNCHRO software, 635-638 
System equilibrium. See Travel 

demand 

Taxi, 267 
Telecommuqications. See 

, Communications 
Telecommuting, .280, 282, 284 
Temperature inversion. See Air 

quality 
Test, model. See Model testing 

Thmugh band. See Signal 
coordination 

Index 

Tilt-rotor aircrafr. See Air·.ca:rriers 
Time-space diagram 

free-flow, 106-108 
shock waves, 126, 128 
traffic signal, 176-178 
transit station, 144-147 
TRANSIT. 639 

TNM software, 515 
Toll, tolling, to!l road, 307-310 
TOPICS, planning, 330, 332 
TP+ software, 650 
Traffic· analysis zones (TAZ), 336 
Traffic assignment, 400-422, 

464-466,475 
aU-or-nothing, 414 
BPR function, 416-418 
FHWA method, 465--466 
incremental method, 465-466 
minimum path algorithms, 

409-413, 415 
Traffic circles. See Roundabouts 
Traffic calming, 78-82 
Traffic engineering, 327 
Traffic impact studieS (TIS), 

456-479 
case study, 469-479 . 
intersection capacity analysis, 465, 

467,469-479 
modal split, 462-463 
improvements, 46&.-469 

·traffic assignment, 464-466, 
475 

trip distribution, 463-464 
trip generation, 459-462 

Trip Generation manual of ITE, 
459-462 

Traffic. reports. See ITS 
Traffic signals. See Signals 
Traffic signs 

placement, 30, 40, 42 
TJ;ajectory. See also Time-space 

diagram, 108 
TRANPLAN software, 649-650 
TRANSIMS software, 426, 646, 

650 
Transit assignment, 420-421 
Transit-captive users, 382 
Transition curve. See Geometric 

design 
Transportation demand, analysis and 

forecast, 2, 336--339. See also 
Travel demand 

Transportation demand management 
(TDM), 280, 332, 468 

Transportation engineer, 2 
Transportation mode. See Mode 
Transportation model improvement 

plan (TMIP), 336, 650 
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Transportation planning. See 
·Planni.qg 

Tr&tSportation, transportation 
·system, definition of, 1-5, 263 

Transpmtation system management 
{TSM). 277,332,435,658 

TRANSIT software, 175, 299; 
638-640,644 

TRANUS software, 342 
Travel agent. See Intercity 

tr.ansportation 
Travel behavior, 274, 348, 

422-433 
activity~based, 430 
definition, · 11 
life-cycle stage, 424 
life-style, 423-424 
perception, 250 

' Travel demand, 272, 279, 348-442, 
658 

4-step model, 349 
aU-or-nothing, 414 
BPR function, 416-418 
cross-.classification model 

356-358 
demand curve, 437 
direct-demand model, 433-435 
diversion curves, 382, 402-403 
elasticity, 436--441 
FHWA productions modd, 

358-361 
Fratar model, 377-380 
gravity model, 362-377 
home-based, 354,356,431 
household-based, 352 
impedance, 362, 374, 376, 

415-418 
Logit, estimation, 398-399 
Logit, IlA property, 389-390 
Logit, incremental (pivot-point), 

388-389 
Logit, MNL, 385-388,415 
L.ogit, nested, 390--398 
management. See TDM 
minimum path algorithms, 

409-410 . 
-minimum tree, 409-415 
mode choice, 381-400, 462-463 
non-home·based, 354,356,431 
origin-destination, 353 

productions·attraotions, 353; 
356-357, 376 

-see.d·matrix, 379 
stochastic eqUilibrium, 409 
system equilibrium, 409 
travel b'ehaVio.r,-422-433 
trip assignment, 400-422, 

464-465, 475 . 
trip chaining, 432 
trip distribution, 361-381, 

463-464 
trip generation, 350-361, 

426-428,459-462 
trip·rate an'alysiS, 355-356 
U(>er equilibrium, 409 
utility/disutility, 383-398 
zone·based, 352 

Travel survey. See survey 
Trip assignment. See Traffic 

assignment 
Trip chaining, 432 
Trip distribution, 361-38!, 463-464 
Trip generation, 350,...361, 426-428, 

459-462 
Trip Generation manual ofiTE, 

459-462 
Trip purpose, 351, 370 
Trip·rate analysis model, 355~356 
Trolley bus, 267 
TSIS software, 643 
TIT index, 276 
Turning movements, 180, 204 
Thrning radius. See Curve 
'Thrnover. See Parking 
Turnpike, 320-321, 325 
1\vo-way stop· controlled (TWSCj, 

77 . 

Uniforill distribution, 578 
Unit extension. See Signal control 
Unsignaiized intersection capacity, 

207-219 
all-way stop controlled (AWSC), 

212-216 
critical gap, 208-209 
gap acceptance, 207, 210 
gap distribution, 207 · 
two-way stop controlled (TWSC), 

208-211 
warrant for AWSC, 219 
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UrbanSim software, 342 
Urban Mass Transportation 

Administration (UMTA); now 
FTA 

sample citations given; acronym 
used throughout text, 330 

Urban traffic control (UTC) systems 
(UTCS), 290, 298, 634 

Urban transportation, 264-281 
modes, 268-,-272 

Urban 'transportatiOn planning. See 
Planning 

Urban transportation planning 
software (UTPS), 418,420, 
647,649 

User equilibrium. See Traffic 
assignment 

User services. See ITS 
Utility. See Travel ·demand 

Valuation. See Evaluation 
Van-pool, 268, 280 
Variable,. definition of, 10, 575, 

583 
Variable message signs, 284, 289, 

292, 294, 30 I 
Vehicle occupancy. See Occupancy 
Vertical alignmen·t, 54-58 
Vision, night. See ITS 
Visual acuity. See Human factors 
VIsual impacts. See Impacts 
Volume, definition of, 104 
Voiume--density signal controllers~' 

See Signal contrOl 
VTOL,253 

WATSIM software, 644 
Wardrop's principles. See Traffic 

assignment 
Warrants for signalization, 

218-219 
Water transportation, 240--243, 

255-257 
WEAVSIM software, 641 

Yellow phase, 32, 36, 160, 177, 
19!-192 . 

Yield management. See Air carriers 

Zoning, 326, 340 




